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査定額と共同研究者

• 査定額 10万円（旅費）

• 月例実務者会議（ハイブリッド）

• COSMOS講習会

• 大型計算機利用

• 共同研究者(所属は申請時)
常定芳基、藤井俊博（大阪公立大）、毛受弘彰（名大）、櫻井信之（徳島大）、

吉越貴紀、大石理子、野中敏幸、武多昭道、西山竜一、釜江常好（東大）、木戸英治、

榊直人（理研）、笠原克昌（芝工大）、芝田達伸、板倉数記（KEK）、

大嶋晃敏、山崎勝也（中部大）、日比野欣也、有働慈治（神大）、

多米田裕一郎（大阪電通大）、奥田剛司（立命館大）、奈良寧（国際教養大）、

土屋晴文（原子力機構）
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活動内容 (COSMOS開発）
• 2013年末、有志による「モンテカルロシミュレーション研究会」として発足（2014年から共
同利用）

• Gfortran化、cmake compileの実現

• 共同研究者で分担し、多様な環境でのコンパイルと動作試験
• マイナーアップデート（環境依存を多数発見）

• Web page, manual, サンプルコード等の改良

• 2021年に非気体媒質・非地球大気での計算可能なCOSMOS Xを公開

• CORSIKA WSでの講演

• 「空気シャワー観測による宇宙線の起源探索研究会」（一般＋学生セッション）を毎年開催

• COSMOS講習会を実施

• 今年度

• 月例会議で Debug, etc… <= これがメイン！
• OS, compilerのアップデートがあると苦戦

• 開発（debug）力強化のため、Gitサーバーの移行

• 応用研究（ミューオン、大気電場影響）へのサポート
• COSMOS講習会開催（昨年度末）、今年度も3月に実施予定 3



COSMOS X公開
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• http://cosmos.icrr.u-tokyo.ac.jp/COSMOSweb/
COSMOS X Manual

COSMOS X development team

November 18, 2021
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Development of a general purpose air shower simula4on tool COSMOS X 
T. Sako,𝑎T. Fujii,𝑏,𝑐K. Kasahara,𝑑 H. Menjo,𝑒 N. Sakaki, 𝑓 A. Taketa,h Y. Tameda𝑖 for the COSMOS X development team 

a Ins$tute for Cosmic Ray Research, the University of Tokyo, 𝑏 Hakubi Center for Advanced Research, Kyoto University, 𝑐 Graduate School of Science, Kyoto University, 𝑑 Faculty of Systems Engineering and Science, Shibaura Ins$tute of Technology, 𝑒Ins$tute for Space-Earth Environmental 
Research, Nagoya University, 𝑓 Computa$onal Astrophysics Laboratory, RIKEN, 𝑔Graduate School of Science, Osaka City University, hEarthquake Research Ins$tute, University of Tokyo, 𝑖Osaka Electro-Communica$on University, Department of Engineering Science
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User code and input files (FirstKiss as an example)

chook.f
subroutine chookBgRun
subroutine chookBgEvent
subroutine chookObs
subroutine chookEnEvent
subroutine chookEnRun
subroutine chookTrace
subroutine chookEInt
subroutine chookGInt
subroutine chookNEPInt

param
ASDepthList = 3000, 4000.0 6000.0 
10000.0 .0 .0 .0
ASHeightList = .0, .0, .0, .0, .0, .0, .0, .0, .0, .0, 
Azimuth = (0.0,360.0),
BaseTime = 10.0,
Cont = F,
ContFile = ' '
CosZenith = (0.9, 0.9)
CutOffFile = ' ',
Ddelta = 5.00,

:
PrimaryFile = 'primary',

:

primary
'iso 12 6' 'GeV' 'KE/n' 'd' 0 /

100 1.
0. 0.

cosmosLinuxGfort
(executable)

standard 
input MC condition parameters

User hook functions

Primary particle setting

link

COSMOS system functions

cosmos/cmain.f

Manager/cmanager.f

Manager/cbeginRun.f

Manager/ceventLoop.f

call

call
call

Tracking/ctracking.f

Tracking/cobservation.f

call

Tracking/cinteraction.f call
callcall

COSMOS User Interface

COSMOS X

• 笠原が開発した空気シャワーシミュレーションツールCOSMOSと検出器シミュレーションツールEPICSを⼀
体化したシミュレーションツール

• 地球⼤気だけでなく、⼟、⽔、コンクリートなどの物質、地球以外の星での計算が可能。物質分布は同⼼
球殻であること。

• プロセスごとにユーザー定義関数が呼ばれることで、反応過程にアクセス可能（GEANT4のイメージ）。

COSMOS Xの特徴
Proceedings paper : PoS(ICRC2023)294



COSMOS講習会と
第七回空気シャワー観測による

宇宙線の起源探索研究会
• 2024年3⽉25-27⽇（25, 26⽇午前が講習会）
• @宇宙線研
• https://indico.cern.ch/event/1358926/
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講習

実践結果紹介

https://indico.cern.ch/event/1244851/


「宇宙線空気シャワー観測によるマルチ
メッセンジャー天⽂学の推進」研究会
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COSMOS講習会＋ROBAST講習会

空気シャワー研究会

機械学習による空気シャワー
研究スクール

hUps://indico.cern.ch/event/1484453/

⽀援：宇宙線研共同利⽤、東京⼤学 次世代ニュートリノ科学・マルチメッセンジャー天⽂学連携研究機構

3⽉24⽇

3⽉25⽇-
26⽇午前

3⽉26⽇午後-
27⽇

Enjoy air shower week!!



まとめ
• COSMOS Xの開発を通した空気シャワーシミュレーションの研究を継続
• 開発のネックが深刻化：OSやコンパイラアップデートへの対応
• 開発⼒強化のためにGitサーバーの移⾏中

• ⼈数制限のあるGitLabから通常のgitへ、若⼿・計算機強い⼈⼤歓迎
• COSMOS講習会、空気シャワー研究会を通した若⼿、グループ間交流を推進

25年度の⽬標：
• 昨年度までに実装した太陽⼤気計算、ニュートリノシャワー計算、を利⽤した研究
を進めたい

• ミューオン観測、⼤気電場加速への応⽤研究を⽀援
• CORSIKA8との⽐較
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ご⽀援ありがとうございます。
初⼼者ユーザーのご意⾒歓迎。卒業研究等のテーマにもどうぞ。
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Extra-Terrestrial Air showers !?
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The Astrophysical Journal, 734:116 (10pp), 2011 June 20 Abdo et al.

Figure 1. Count maps for events !100 MeV taken between 2008 August and 2010 February and centered on the Sun (left) and on the trailing source (so-called
fake-Sun, right) representing the background. The ROI has θ = 20◦ radius and pixel size 0.◦25 × 0.◦25. The color bar shows the number of counts per pixel.
(A color version of this figure is available in the online journal.)

Figure 2. Integral intensity (!100 MeV) plot for the Sun-centered sample vs.
elongation angle, bin size: 0.◦25. The upper set of data (open symbols, blue)
represents the Sun, the lower set of data (filled symbols, red) represents the
“fake-Sun” background.
(A color version of this figure is available in the online journal.)

angle) and the fake-Sun positions for a bin size 0.◦25. While
for the solar-centered data set the integral intensity increases
considerably for small elongation angles, the averaged fake-
Sun profile is flat. The two distributions overlap at distances
larger than 20◦ where the signal significance is diminished. The
gradual increase in the integral intensity for θ ! 25◦ is due to
the bright Galactic plane broadened by the PSF, see the event
selection cuts summarized in Section 2 and Table 1.

The second method of evaluating the background uses an all-
sky simulation which takes into account a model of the diffuse
emission (including the Galactic and isotropic components,
gll_iem_v02.fits and isotropic_iem_v02.txt, correspondingly;
see footnote 54) and the sources from 1FGL Fermi-LAT
catalog (Abdo et al. 2010a). To the simulated sample we apply
the same set of cuts as applied to the real data and select
a subsample centered on the position of the real Sun. The
simulated background is then compared with the background
derived from a fit to the fake-Sun in the first method. Figure 3
shows the spectra of the background derived by the two methods.
The agreement between the two methods (and the spectrum of
the diffuse emission at medium and high latitudes (Abdo et al.

Figure 3. Reconstructed spectrum of the background for the fake-Sun method
(filled symbols, red) and for the simulated background sample (open symbols,
blue) averaged over a 20◦ radius around the position of the Sun.
(A color version of this figure is available in the online journal.)

2010c) not shown) is very good, showing that the background
estimation is well understood and that there is no unaccounted
or missing emission component in the analysis.

Finally, we check the spatial uniformity of the background
determined by the fake-Sun method. The ROI restricted by
θ " 20◦ was divided into nested rings. We use four annular
rings with radii θ = 10◦, 14◦, 17.◦3, and 20◦, which were
chosen to subtend approximately the same solid angle for each
ring, and hence should contain approximately equal numbers
of background photons if their distribution is spatially flat. The
ring-by-ring background intensity variations were found to be
less than 1%. Note that the background emission is considerably
more intense than the expected IC component (see Section 3.2),
and even small background variations across the ROI may affect
the analysis results. To minimize these systematic errors, we
therefore using the ring method for the background evaluation.

The evaluated spectrum of the background for θ " 20◦ was
fitted using the maximum likelihood method and the results
were used to derive the simulated average photon count per

4
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• Fermi/LAT observation
• GCR + solar atmosphere

minimum. However, the amplitude of this shift increases
significantly at high energies. (b) The morphological shift
is produced by a significant decrease in the equatorial flux
after solar minimum, while the polar flux remains relatively
constant. Most significantly, at energies >50 GeV, the
equatorial fluxes during and after solar minimum are
inconsistent at 4.7σ.

In Fig. 2, we also show the polar and equatorial spectra
during and after solar minimum. While the polar emission
spectrum remains relatively constant, the equatorial spec-
trum softens substantially after solar minimum. This signifi-
cantly decreases the high-energy equatorial flux after solar
minimum, despite the similar normalization of the equatorial
component at low energies. Intriguingly, the equatorial γ-ray

FIG. 2. (Top panel) The location and energy of solar γ rays in helioprojective coordinates. Data are cut into two temporal and two
energy bins. The solid disk indicates the solar circle, and the dashed circle indicates the 0.5° ROI. The average 68% containment region
of γ rays in each bin is depicted at the top left. The histogram depicts the Ty positions of photons compared to the expectation from
isotropic solar emission smeared by the PSF (orange line). Events > 100 GeV are marked with triangles rather than circles. We stress
that the exposure after solar minimum significantly exceeds the exposure during solar minimum. Thus, the observed number of counts
does not indicate the relative flux. In each bin, we report the flux from the modeled polar and equatorial components, as described in the
text. (Bottom panel) The energy spectrum of polar and equatorial emission, divided into regions during (left) and after (right) solar
minimum. The polar emission is approximately constant, while the equatorial emission decreases drastically after solar minimum.

PHYSICAL REVIEW LETTERS 121, 131103 (2018)

131103-3

T. Linden et al., PRL 121, 131113 (2018)

FIG. 1. Results for the example of bin B3. Left: significance maps in Sun-centered coordinates for 6.1 years of data, smoothed with a
1° top-hat function for visual clarity. The green circle illustrates the true point spread function. Right: angular profiles (steps of 0.15°
from the Sun) of the fractional deviation from background. The black dashed line shows the projection of the best-fit 2D Gaussian model
fitted to the shadow, with the shaded band indicating the total uncertainty in the model. The top row shows the cosmic-ray dominated
data. The middle row shows the events that survive the gamma-hadron separation cuts. The bottom row is after subtracting the measured
cosmic-ray shadow (see top-row data) from the middle-row data, leaving a γ-ray excess at the position of the Sun (marked by a cross).

PHYSICAL REVIEW LETTERS 131, 051201 (2023)

051201-4

the isotropic background, are calculated using the Li and
Ma method [42]. The combined significance of the excess
in these three bins is 6.3σ, exceeding requirements for a
discovery. No significant excesses are observed in the
lower-energy bins (where the gamma-hadron separation
and angular resolution worsen) or the higher-energy bins
(where the statistics worsen); further details are given in the
Supplemental Material [22].
A key advantage of our new analysis technique is that it

allows separate measurements of the background (before
gamma-hadron cuts) and a potential signal (after gamma-
hadron cuts) for the same exposure in terms of sky
directions and durations. Another is that it directly and
model independently measures the shadow from data,
without needing any time-dependent theoretical modeling
of its complex details.
A potential systematic effect in our analysis could be

oversubtracting the shadow, which would result in an
artificial signal. We perform several cross-checks to test
for this possibility, finding no problems. Further details are
given in the Supplemental Material [22].
For off-Sun regions, we simulate the effects of a shadow,

which we subtract following the procedures above. We
find no evidence of spurious γ-ray sources due to
oversubtraction.
We repeat this, but now also simulate the effects of a

point source of flux 2 × 10−12 TeV−1 cm−2 s−1 at 1 TeVand
spectrum falling as E−3, placed within the simulated
shadow. We find that we can recover this source with
significance > 6σ.
HAWC observes a significant cosmic-ray shadow for the

moon [43]. We repeat the entire analysis using data around
the moon with the same exposure as in the main analysis
and find no evidence of γ-ray emission.
Time variation.—We test for time dependence in

the signal by analyzing the data split into two halves:
Nov. 2014 to Dec. 2017 (closer to solar maximum,
914 days) and Jan. 2018 to Jan. 2021 (nearly matching
solar minimum, 972 days).
Figure 2 shows the maps and angular profiles for the full

6.1 years of data (left), solar maximum (middle), and solar
minimum (right). Here we combine bins B2, B3, and B4.
We find a strong indication of time variation. For the solar-
maximum data, we find evidence for a weak signal (3.3σ),
but for the solar-minimum data, we detect a strong signal
(5.9σ). We also find that the flux during the solar minimum
is higher than the 6.1-year average (calculated below).
Qualitatively, these results match the time variation seen in
the Fermi-LAT data [4–6]. The fact that the flux is
anticorrelated with solar activity over energies 0.1 GeV
to ∼1 TeV, without an obvious energy dependence, is an
important clue for theoretical modeling.
Spectrum.—We use a forward-folded maximum-

likelihood approach to obtain the flux of gamma rays from
the shadow-subtracted data. Using the HAWC plug in to the

Multi-Mission Maximum Likelihood framework [44–46],
we fit for a source described by a disk of variable radius r
and a spectrum given by

dN
dE

¼ A
!
E
E0

"−γ
; ð1Þ

where A is the differential flux at the reference energy E0

(1 TeV) and γ is the spectral index.
The log-likelihood function LðA; γ; rÞ encodes the

Poisson probability of observing Dp events in each pixel
p, given a source flux model that depends on the para-
meters A, γ, and r. It is written as

LðA; γ; rÞ ¼
X8

b¼2

XN

p¼1

log
#½Bp þ SpðA; γ; rÞ&Dp

Dp!

$

− ½Bp þ SpðA; γ; rÞ&; ð2Þ

where Bp is the expected number of background events in
the spatial pixel p and Sp is the number of signal events
under the assumed flux model. For the fit, we use all N ¼
5940 pixels within 5° of the Sun. To obtain the best-fit

TABLE I. The best-fit parameters and TS values for each of the
three time periods analyzed. The reported uncertainties are
statistical.

Data
A × 10−12

(TeV−1 cm−2 s−1) γ r (deg.) TS

6.1 yr 1.6' 0.3 3.62' 0.14 0.24' 0.1 45
Solar maximum 1.3' 1.1 3.9' 0.4 0.24 (fixed) 8.8
Solar minimum 4.0' 0.7 3.52' 0.14 0.24 (fixed) 33.1

FIG. 3. Spectrum of the solar disk. The 6.1-year spectrum by
HAWC is shown by the red solid line. The 90% CL upper limit at
7 TeV is indicated with the red arrow. The spectrum at the solar
minimum is indicated by the dashed line. The shaded bands show
statistical uncertainties. The solar maximum flux at 1 TeV is
shown as the 1σ upper limit. The Fermi-LAT spectra over the full
solar cycle [7] (orange) and at the solar minimum [6] (blue) are
also shown. The gray dashed line shows the theoretical maximum
on the γ-ray spectrum [5].

PHYSICAL REVIEW LETTERS 131, 051201 (2023)

051201-6

HAWC Collaboration, Phys. Rev. Lett. 131, 051201 (2023) 



太陽表⾯でのガンマ線放射
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HAWC detection at ~TeV
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FIG. 1. Results for the example of bin B3. Left: significance maps in Sun-centered coordinates for 6.1 years of data, smoothed with a
1° top-hat function for visual clarity. The green circle illustrates the true point spread function. Right: angular profiles (steps of 0.15°
from the Sun) of the fractional deviation from background. The black dashed line shows the projection of the best-fit 2D Gaussian model
fitted to the shadow, with the shaded band indicating the total uncertainty in the model. The top row shows the cosmic-ray dominated
data. The middle row shows the events that survive the gamma-hadron separation cuts. The bottom row is after subtracting the measured
cosmic-ray shadow (see top-row data) from the middle-row data, leaving a γ-ray excess at the position of the Sun (marked by a cross).

PHYSICAL REVIEW LETTERS 131, 051201 (2023)

051201-4

the isotropic background, are calculated using the Li and
Ma method [42]. The combined significance of the excess
in these three bins is 6.3σ, exceeding requirements for a
discovery. No significant excesses are observed in the
lower-energy bins (where the gamma-hadron separation
and angular resolution worsen) or the higher-energy bins
(where the statistics worsen); further details are given in the
Supplemental Material [22].
A key advantage of our new analysis technique is that it

allows separate measurements of the background (before
gamma-hadron cuts) and a potential signal (after gamma-
hadron cuts) for the same exposure in terms of sky
directions and durations. Another is that it directly and
model independently measures the shadow from data,
without needing any time-dependent theoretical modeling
of its complex details.
A potential systematic effect in our analysis could be

oversubtracting the shadow, which would result in an
artificial signal. We perform several cross-checks to test
for this possibility, finding no problems. Further details are
given in the Supplemental Material [22].
For off-Sun regions, we simulate the effects of a shadow,

which we subtract following the procedures above. We
find no evidence of spurious γ-ray sources due to
oversubtraction.
We repeat this, but now also simulate the effects of a

point source of flux 2 × 10−12 TeV−1 cm−2 s−1 at 1 TeVand
spectrum falling as E−3, placed within the simulated
shadow. We find that we can recover this source with
significance > 6σ.
HAWC observes a significant cosmic-ray shadow for the

moon [43]. We repeat the entire analysis using data around
the moon with the same exposure as in the main analysis
and find no evidence of γ-ray emission.
Time variation.—We test for time dependence in

the signal by analyzing the data split into two halves:
Nov. 2014 to Dec. 2017 (closer to solar maximum,
914 days) and Jan. 2018 to Jan. 2021 (nearly matching
solar minimum, 972 days).
Figure 2 shows the maps and angular profiles for the full

6.1 years of data (left), solar maximum (middle), and solar
minimum (right). Here we combine bins B2, B3, and B4.
We find a strong indication of time variation. For the solar-
maximum data, we find evidence for a weak signal (3.3σ),
but for the solar-minimum data, we detect a strong signal
(5.9σ). We also find that the flux during the solar minimum
is higher than the 6.1-year average (calculated below).
Qualitatively, these results match the time variation seen in
the Fermi-LAT data [4–6]. The fact that the flux is
anticorrelated with solar activity over energies 0.1 GeV
to ∼1 TeV, without an obvious energy dependence, is an
important clue for theoretical modeling.
Spectrum.—We use a forward-folded maximum-

likelihood approach to obtain the flux of gamma rays from
the shadow-subtracted data. Using the HAWC plug in to the

Multi-Mission Maximum Likelihood framework [44–46],
we fit for a source described by a disk of variable radius r
and a spectrum given by

dN
dE

¼ A
!
E
E0

"−γ
; ð1Þ

where A is the differential flux at the reference energy E0

(1 TeV) and γ is the spectral index.
The log-likelihood function LðA; γ; rÞ encodes the

Poisson probability of observing Dp events in each pixel
p, given a source flux model that depends on the para-
meters A, γ, and r. It is written as

LðA; γ; rÞ ¼
X8

b¼2

XN

p¼1

log
#½Bp þ SpðA; γ; rÞ&Dp

Dp!

$

− ½Bp þ SpðA; γ; rÞ&; ð2Þ

where Bp is the expected number of background events in
the spatial pixel p and Sp is the number of signal events
under the assumed flux model. For the fit, we use all N ¼
5940 pixels within 5° of the Sun. To obtain the best-fit

TABLE I. The best-fit parameters and TS values for each of the
three time periods analyzed. The reported uncertainties are
statistical.

Data
A × 10−12

(TeV−1 cm−2 s−1) γ r (deg.) TS

6.1 yr 1.6' 0.3 3.62' 0.14 0.24' 0.1 45
Solar maximum 1.3' 1.1 3.9' 0.4 0.24 (fixed) 8.8
Solar minimum 4.0' 0.7 3.52' 0.14 0.24 (fixed) 33.1

FIG. 3. Spectrum of the solar disk. The 6.1-year spectrum by
HAWC is shown by the red solid line. The 90% CL upper limit at
7 TeV is indicated with the red arrow. The spectrum at the solar
minimum is indicated by the dashed line. The shaded bands show
statistical uncertainties. The solar maximum flux at 1 TeV is
shown as the 1σ upper limit. The Fermi-LAT spectra over the full
solar cycle [7] (orange) and at the solar minimum [6] (blue) are
also shown. The gray dashed line shows the theoretical maximum
on the γ-ray spectrum [5].

PHYSICAL REVIEW LETTERS 131, 051201 (2023)

051201-6

HAWC Collaboration, Phys. Rev. Lett. 131, 051201 (2023) 
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太陽磁場・太陽⼤気での計算実装

Hakamada modelの実装 composi]on
H   75%
He 14%
O     1%
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User code and input files (FirstKiss as an example)

chook.f
subroutine chookBgRun
subroutine chookBgEvent
subroutine chookObs
subroutine chookEnEvent
subroutine chookEnRun
subroutine chookTrace
subroutine chookEInt
subroutine chookGInt
subroutine chookNEPInt

param
ASDepthList = 3000, 4000.0 6000.0 
10000.0 .0 .0 .0
ASHeightList = .0, .0, .0, .0, .0, .0, .0, .0, .0, .0, 
Azimuth = (0.0,360.0),
BaseTime = 10.0,
Cont = F,
ContFile = ' '
CosZenith = (0.9, 0.9)
CutOffFile = ' ',
Ddelta = 5.00,

:
PrimaryFile = 'primary',

:

primary
'iso 12 6' 'GeV' 'KE/n' 'd' 0 /

100 1.
0. 0.

cosmosLinuxGfort
(executable)

standard 
input MC condi]on parameters

User hook functions

Primary par]cle seing

link

COSMOS system func4ons

cosmos/cmain.f

Manager/cmanager.f

Manager/cbeginRun.f

Manager/ceventLoop.f

call

call
call

Tracking/ctracking.f

Tracking/cobservation.f

call

Tracking/cinterac;on.f call
callcall

COSMOS User Interface
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User code and input files (FirstKiss as an example)

chook.f
subroutine chookBgRun
subroutine chookBgEvent
subroutine chookObs
subroutine chookEnEvent
subroutine chookEnRun
subroutine chookTrace
subroutine chookEInt
subroutine chookGInt
subroutine chookNEPInt

param
ASDepthList = 3000, 4000.0 6000.0 
10000.0 .0 .0 .0
ASHeightList = .0, .0, .0, .0, .0, .0, .0, .0, .0, .0, 
Azimuth = (0.0,360.0),
BaseTime = 10.0,
Cont = F,
ContFile = ' '
CosZenith = (0.9, 0.9)
CutOffFile = ' ',
Ddelta = 5.00,

:
PrimaryFile = 'primary',

:

primary
'iso 12 6' 'GeV' 'KE/n' 'd' 0 /

100 1.
0. 0.

cosmosLinuxGfort
(executable)

standard 
input MC condition parameters

User hook func]ons

Primary particle setting

link

COSMOS system func4ons

cosmos/cmain.f

Manager/cmanager.f

Manager/cbeginRun.f

Manager/ceventLoop.f

call

call
call

Tracking/ctracking.f

Tracking/cobserva;on.f

call

Tracking/cinterac;on.f call
callcall

COSMOS User Interface
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全てのtrack (移動)に
アクセス可能
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Anima;on:
h?p://cosmos.icrr.u-tokyo.ac.jp/Misc/proton_10TeV.gif



COSMOS Xの応⽤
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“Radiography using cosmic‐ray electromagnetic showers and its application in hydrology,” A. Taketa, R. 
Nishiyama, K. Yamamoto & M. Iguchi, Scientific reports (2022) 12:20395 

2

Vol:.(1234567890)

Scientific Reports |        (2022) 12:20395  |  https://doi.org/10.1038/s41598-022-24765-7

www.nature.com/scientificreports/

This idea necessitates particle detectors that can preferably discriminate EM particles from other cosmic-ray 
components. Such selection is possible by focusing on the avalanche nature of EM showers; when EM particles 
fall to the ground, they are presumably not alone. In other words, while most muons hit the detector alone, EM 
particles can hit multiple distant particle detectors simultaneously by optimising the detector arrangement. 
Therefore, it is possible to statistically enhance the events due to EM particles by taking the coincidence of 
detectors within a certain spatiotemporal range. By choosing the cases where multiple particles arrive at 1 × 1 m 
region simultaneously, the contribution of EM particles is enhanced compared to muons (solid curves in Fig. 1). 
This method does not require strong magnets or thick absorbers for particle identification. This concept was 
realised by developing a new detection system with plastic scintillators (PS), photomultiplier tubes (PMT), and 
readout electronics. The system consists of upper and lower sensitive layers. Each layer was segmented into 
four channels of PS (100 × 20 × 2 cm) + PMT (Fig. 2). The scintillation light is converted into electric signals by 
the PMTs and collected by the readout electronics. We defined an EM event as coincidental hits of at least two 

Figure 1.  Cosmic rays and energy spectrum. (Left) Development of cosmic ray showers in the atmosphere, 
with electromagnetic (EM) showers indicated by red points. (Right) energy spectrum of secondary cosmic rays 
on the Earth’s surface, calculated using COSMOSX simulator (see “Method” section). The dashed lines represent 
the raw spectra of muons, electrons, and gamma rays. The solid lines are the spectra of the same particles but for 
cases when multiple particles arrive into 1 m × 1 m region simultaneously (within 500 nsec). The original version 
of the left figure was created by Nariyuki Yoshihara (Photon Create) and modified by R.N and A. T.

Figure 2.  Detector setup. (Left) Schematic illustration of the detection system for EM showers. (Right) 
geometry of the water pool calibration experiment in the laboratory.
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PMTs in both the upper and lower layers. The technical specifications and details of the system are described 
in the methods section.

We performed measurements with the new detection system at two locations: (1) beneath a water tank in 
laboratories located on different floors (Tokyo, Japan; see Fig. 2), and (2) in a horizontal vault (Kagoshima, 
Japan; see Fig. 4). The former is aimed at evaluating how the EM flux changes according to the variation in the 
overburden water and concrete, and verifying such changes with a dedicated Monte Carlo (MC) simulation. 
The latter setup verifies that the proposed method is sensitive to variations in soil moisture content after rainfall 
in real field conditions.

Results
Calibration experiment with water pool. The calibration experiment was performed on the 2nd and 
7th floor of Building 2 (8-storey building), Earthquake Research Institute, University of Tokyo (35.7187°N, 
139.7597°E, Fig. 2). A water pool was placed 20 cm above the detection system. The water level was changed 
from 0 to 60 cm in increments of 10 cm. Data were recorded for more than 5 h at each water level. Event selec-
tion required detection of signals by at least two PMTs in both the upper and lower detection layers within a 

Figure 3.  Results of the calibration experiment with the water pool. (a) Observed count rate in the calibration 
test as a function of the water level in the pool (solid circles) together with the simulated count rate (open 
circles). (b) Breakdown of the events from simulation. EM events: coincidental hits of electromagnetic showers; 
Muon-induced events: coincidental hits where at least one muon is involved; Other events: not classified in the 
other two categories.

Figure 4.  Setup of the field measurement. (Left) Location of Arimura Crustal Movement Observation Vault, 
Kagoshima, Japan. The basemap is provided by the Geospatial Information Authority of Japan website (GSI, 
“color elevation map” available at https:// maps. gsi. go. jp/). The inset map is generated by the Generic Mapping 
Tools 5.056. These maps were arranged by R. N. and A. T. with Microsoft Powerpoint software (https:// www. 
micro soft. com/). (Middle) Geometry of the field measurements near the entrance of the horizontal vault. The 
original version of the figure was created by Nariyuki Yoshihara (Photon Create) and modified by R. N. and A. 
T. (Right) Schematic illustration of the three effects controlling the count rate (atmospheric pressure effect, water 
vapour effect, and rainwater effect).

• ⼆次宇宙線「電磁成分」の吸収で⼟中⽔分量を測定する cosmic electromagnetic 
particle (CEMP) radiography を提唱

• COSMOS X + GEANT4で実験室での測定を再現

6

Vol:.(1234567890)

Scientific Reports |        (2022) 12:20395  |  https://doi.org/10.1038/s41598-022-24765-7

www.nature.com/scientificreports/

Figure 7.  Setup of the two-step simulations and simulated effects of atmospheric pressure and water 
vapour pressure. (a) Schematic illustration of the simulation of cosmic-ray development in the atmosphere 
by COSMOSX simulator. (b) Schematic illustration of the simulation of the water pool and the detector 
response using Geant4 simulator. (c) Energy spectra of primary protons and helium nuclei taken from AMS-2 
experiment. In COSMOSX simulation, protons and helium nuclei are injected following these spectra. (d) 
Energy spectra of secondary muons and electrons sampled at the sensitive layer at 50 m altitude in COSMOSX 
simulator (1005 hPa). The results are compared with literature values by Refs.57,58. (e) Simulated count rate 
depending on the atmospheric pressure (Colour representing different water levels in the tank). (f) Simulated 
count rate depending on the water vapour pressure.



ニュートリノ反応の導⼊
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• COSMOS Xは neutrino interaction modelは実
装していない

• ⼀般的なgenerator（GENIE, NuWRO, NEUT, 
Herwig…）の導⼊を検討

=> NEUTと将来の検討開始

• Step1：NEUTで計算した⽣成粒⼦群を
COSMOS Xで任意のvertexに⼊射
右図：NEUTで計算したinteraction (CCDIS)

をCOSMOS Xで氷中で追跡

• Step2 （将来）：NEUTとCOSMOS Xを連携

𝜈! 30𝐺𝑒𝑉 +𝑂 → 𝜇 10𝐺𝑒𝑉 +𝑋

10TeV  Numu 
cos=0.5 

Tracefile size~2.0GB

6m sq 

𝜈! 10𝑇𝑒𝑉 +𝑂 → 𝜇+𝑋



⽔中のミュー粒⼦

22

10TeV proton shower

10TeV Fe shower

• 電磁シャワーは計算しない（縦発達だけB近似で代⽤）オプション
• Muon, hadronのみ計算、表⽰
• <4300mは⽔



Primary definition 
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0000-41c0-16ae-f0d6-467.txt
#
# See more samples and detail in $COSMOSTOP/Data/primary/
# 

# The next is an example of a complex composition at low energy
#-----------------------------------------------------------
  'p'   'GeV'     'KE/n'  'd'     0   /
 0.1     1.2
        0.2     1.5
        .3      1.7
        .4      1.9
  .5 1.93
  .6 1.9
  .8 1.8
  1.5 1.5
  2. 1.25
  3. .8
  4. .55
  10. .1
  20. .02
  100. 2.8e-4
  0 0
  'He'  'GeV'    'KE/n'  'd'      0  /
  .1 .7
  .2 1.
  .4 1.2
  .6 1.25
  .8 1.2
  1. 1.15
  2. .7
  5. 0.35
  10. 0.065
  30. .008
  100. 2.e-4
         0        0
  'CNO' 'GeV'    'KE/n'  'd'      0 /

          .1 .013
  .2 .28
  .3 .4
  .5 .65
  .8 .8
  1. .85
  1.3 .88
  2.0 .75
  4. .35
  6. .2
  10. .07
  20. .012
         0        0

第 1 页

Of course, mono energy, simple power law are simpler

‘primary’ file



最近の応⽤例：Muography
(R.Nishiyama, A.Taketa, S.Miyamoto, K.Kasahara, Geophys. J. Int. 
(2016) 206)
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mountain

Muon signal BG (or foreground)

detector MC simulation of background in muography 1041

(a) COSMOS (b) GEANT4
h=400km

Earth
atmosphere

detector

mountain

injection
hemisphere

Figure 1. Schematic illustration of simulation framework. (a) First we calculate the energy spectra of major cosmic particles in the atmosphere using COSMOS.
(b) Second, we inject particles following the derived energy spectra and simulate their propagation near a detector and a mountain using GEANT4.

the high-energy region (1000 GeV ≤ E). The development (sec-
ondary production, decay, etc.) of the air-showers is traced until
the kinetic energy of the secondaries drops below 50 MeV to save
computation time and get better statistics. While tracing, particles
passing through virtual spheres at several altitudes are recorded.
The particle type, position, direction and kinetic energy are stored
in the output.

2.2 COSMOS results

From the COSMOS output, we derived the energy spectrum of
particle-i (i: muon, electron, gamma-ray, proton and neutron) by
averaging the number of hits over the entire surface of the virtual
sphere. The procedure is as follows. The number of hits is binned as
a function of kinetic energy (E, index j) and zenith angle (θ , index
k):

dNi (E j , θk)
dE

≡ α
ni (E j ∼ E j + #E j , θ

min
k ∼ θmax

k )
#E j T A(θmin

k , θmax
k )

, (2)

where ni(···) denotes the number of hits of the ith particle, T is
the equivalent exposure time and A is the geometrical acceptance
for particles entering the sphere with zenith angle within θmin–
θmax. The radius of the Earth (R = 6.4 × 106 m) gives an exact
value of the acceptance: A = 2π 2 R2(cos 2θmin

k − cos 2θmax
k ). α is a

scaling constant and is set to 0.65 so as to fit the energy spectrum
data for vertical muons (Haino et al. 2004). The difference of the
normalization constant to 1 hints to the level of uncertainty affecting
the simulation (∼40 per cent).

Fig. 2 represents the resultant energy spectra of muons (µ±),
electrons (e±), protons (p), gamma-rays (γ ) and neutrons (n) along
with energy spectra reported in other literature. Although the COS-
MOS results agree with the literature values in general, there are
discrepancies in low-energy regions for p and n and in high-energy
regions for e±. This difference should be regarded as systematic un-
certainty in the COSMOS calculation and its effect on background
estimation will be discussed in Section 3.2.

For GEANT4 simulation, we produced an energy spectrum model
for each particle by interpolating or extrapolating the results for
300 m above sea level (asl) (Fig. 3). The energy range of the model is
{E: 1 ≤ E < 10 000 GeV} for muons and {E: 0.05 ≤ E < 500 GeV}
for the other particles. The zenith dependence of the spectrum is
considered by binning at intervals of #cos θ = 0.05 for muons

and #cos θ = 0.10 for the other particles, ranging from cos θ = 0
(horizontal) to cos θ = 1 (vertical). A simple power law spectrum
is used for extrapolation in the high-energy region where there are
not enough statistics for fitting.

2.3 Local simulation with GEANT4

Since COSMOS cannot deal with the topography of a mountain,
we use the GEANT4 toolkit to simulate particle propagation near
the mountain and the detector. We constructed a virtual mountain
and a virtual detector in a computational region of GEANT4 and
injected particles from a substantially large hemisphere enclosing
the mountain and detector, following the energy spectrum model
derived from COSMOS.

The virtual mountain has a rotationally symmetric shape and is
realized by a number of small prisms with horizontal dimensions
#x = #y = 10 m (Fig. 4a). The elevation at each point (h) is given
as a function of the distance to the axis (r):

h(r ) =
{

270 × exp(− r2

2502 ) (for r < 202 m),

250 × exp(− r
350 ) (for r ≥ 202 m).

(3)

This shape is adjusted so that the rock thickness becomes com-
parable to the case of our emulsion observations at Mt. Showa-
Shinzan. The virtual mountain consists of standard rock with a den-
sity of 2.00 g cm−3. The computational region outside the terrain is
filled with air (1 atm). The virtual detector has a belt-like surface
and is placed surrounding the mountain at height of 65 m. The
radius and height of the belt are 500 and 10 m, respectively. Thus
the total area of the virtual detector is SMC = 3.1 × 104 m2. This
virtual detector records the information of particles passing through
it. The hemisphere, from which particles are injected, has an oblate
spheroidal shape with a long axial radius of Rx = Ry = 600 m and
a short axial radius of Rz = 300 m. The size of the spheroid is ad-
justed so that it encloses the mountain and the detector. The particle
type, position, direction and kinetic energy of incident particles are
sampled based on the energy spectrum model produced by the COS-
MOS simulation. The Fritiof string model (E > 10 GeV) and Bertini
cascade model (E < 10 GeV) are employed as hadronic interaction
models (FTFP_BERT in GEANT4 reference physics list). For elec-
tromagnetic process and multiple Coulomb scattering, the standard
electromagnetic interaction model of GEANT4 was employed. To
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Figure 3. Energy spectrum model produced from the COSMOS calculation as a function of zenith angle. These models were used for the GEANT4 simulation.

(SMCTMC = 3.3 × 105 m2 s) was sufficient to be compared with our
emulsion observation (SOBS = 0.0104 m2 and TOBS = 1.45 × 107 s).
The computation time was 1.6 × 104 hr for a single thread. With
the aid of multithreading technology, the calculation was finished
within one day in our computational resource.

3 R E S U LT S

3.1 Particle type and energy spectrum

Fig. 4(b) shows the distribution of particles arriving at the virtual
detector as a function of azimuth (φ) and zenith (θ ) angles. The
azimuth is taken with respect to the vector from the centre of the
virtual mountain to each detection point. We can see a clear differ-
ence between the particle density of the sky region and the mountain
region. For a quantitative analysis, we define three regions, R1, R2
and R3. R1 spans [φ, cos θ ] = [−0.10: 0.10, 0.43: 0.46] and corre-
sponds to open sky. R2 spans [φ, cos θ ] = [−0.10: 0.10, 0.15: 0.25].
The thickness of rock in R2 existing along a radial direction varies
from 331 to 568 m. R3 spans [φ, cos θ ] = [−0.10: 0.10, 0.00: 0.15].
The rock thickness in R3 is 579–917 m (Fig. 7b).

Fig. 4(c) shows the simulated number distribution as a function
of kinetic energy of the particles when they reach the detector. In
this figure, the contributions from penetrating muons and back-
ground particles are individually drawn. In both regions, the dis-
tribution of the penetrating muons shows a maximum at around
100 GeV. The penetrating muons make almost no contribution be-
low 1 GeV, whereas the background particles (protons, electron and
muons backgrounds) dominate the population in this range. We can

calculate the flux of penetrating muons and background particles
by integrating the number distribution over energy. The results of
this calculation show that the flux of these background particles
above 50 MeV in R2 is 7.8 times that of the penetrating muons,
and is as much as 16.5 times in R3. This result indicates that the
signals of penetrating muons would be overwhelmed by the massive
flux of background particles in the case where the energy thresh-
old of the detector is less than 1 GeV. To reduce the contamination
by background particles, the optimal energy threshold should be
above 1 GeV. This conclusion will be confirmed by our emulsion
experiments in Section 4.

3.2 Uncertainty of simulation

In this subsection, the systematic uncertainty in the calculation of
background flux is discussed.

First, we have to address the systematic uncertainty in the
hadronic interaction models. Although it is very difficult to declare
how the model uncertainty propagates to that of our background
estimation, it can be estimated pessimistically by focusing on the
discrepancy between the energy spectra derived from COSMOS and
the literature values (Fig. 2). Regarding this difference as system-
atic uncertainty of the COSMOS simulation, the uncertainty of the
background flux is estimated to be ∼40 per cent.

Second, it has to be taken into account that the magnetic field of
the Earth is neglected in this calculation. There are two effects which
must be considered: the overestimation of the background flux be-
cause of neglecting the geomagnetic cut-off and the underestima-
tion of the scattered flux due to the propagation of the low-energy
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Figure 1. Schematic illustration of simulation framework. (a) First we calculate the energy spectra of major cosmic particles in the atmosphere using COSMOS.
(b) Second, we inject particles following the derived energy spectra and simulate their propagation near a detector and a mountain using GEANT4.

the high-energy region (1000 GeV ≤ E). The development (sec-
ondary production, decay, etc.) of the air-showers is traced until
the kinetic energy of the secondaries drops below 50 MeV to save
computation time and get better statistics. While tracing, particles
passing through virtual spheres at several altitudes are recorded.
The particle type, position, direction and kinetic energy are stored
in the output.

2.2 COSMOS results

From the COSMOS output, we derived the energy spectrum of
particle-i (i: muon, electron, gamma-ray, proton and neutron) by
averaging the number of hits over the entire surface of the virtual
sphere. The procedure is as follows. The number of hits is binned as
a function of kinetic energy (E, index j) and zenith angle (θ , index
k):

dNi (E j , θk)
dE

≡ α
ni (E j ∼ E j + #E j , θ

min
k ∼ θmax

k )
#E j T A(θmin

k , θmax
k )

, (2)

where ni(···) denotes the number of hits of the ith particle, T is
the equivalent exposure time and A is the geometrical acceptance
for particles entering the sphere with zenith angle within θmin–
θmax. The radius of the Earth (R = 6.4 × 106 m) gives an exact
value of the acceptance: A = 2π 2 R2(cos 2θmin

k − cos 2θmax
k ). α is a

scaling constant and is set to 0.65 so as to fit the energy spectrum
data for vertical muons (Haino et al. 2004). The difference of the
normalization constant to 1 hints to the level of uncertainty affecting
the simulation (∼40 per cent).

Fig. 2 represents the resultant energy spectra of muons (µ±),
electrons (e±), protons (p), gamma-rays (γ ) and neutrons (n) along
with energy spectra reported in other literature. Although the COS-
MOS results agree with the literature values in general, there are
discrepancies in low-energy regions for p and n and in high-energy
regions for e±. This difference should be regarded as systematic un-
certainty in the COSMOS calculation and its effect on background
estimation will be discussed in Section 3.2.

For GEANT4 simulation, we produced an energy spectrum model
for each particle by interpolating or extrapolating the results for
300 m above sea level (asl) (Fig. 3). The energy range of the model is
{E: 1 ≤ E < 10 000 GeV} for muons and {E: 0.05 ≤ E < 500 GeV}
for the other particles. The zenith dependence of the spectrum is
considered by binning at intervals of #cos θ = 0.05 for muons

and #cos θ = 0.10 for the other particles, ranging from cos θ = 0
(horizontal) to cos θ = 1 (vertical). A simple power law spectrum
is used for extrapolation in the high-energy region where there are
not enough statistics for fitting.

2.3 Local simulation with GEANT4

Since COSMOS cannot deal with the topography of a mountain,
we use the GEANT4 toolkit to simulate particle propagation near
the mountain and the detector. We constructed a virtual mountain
and a virtual detector in a computational region of GEANT4 and
injected particles from a substantially large hemisphere enclosing
the mountain and detector, following the energy spectrum model
derived from COSMOS.

The virtual mountain has a rotationally symmetric shape and is
realized by a number of small prisms with horizontal dimensions
#x = #y = 10 m (Fig. 4a). The elevation at each point (h) is given
as a function of the distance to the axis (r):

h(r ) =
{

270 × exp(− r2

2502 ) (for r < 202 m),

250 × exp(− r
350 ) (for r ≥ 202 m).

(3)

This shape is adjusted so that the rock thickness becomes com-
parable to the case of our emulsion observations at Mt. Showa-
Shinzan. The virtual mountain consists of standard rock with a den-
sity of 2.00 g cm−3. The computational region outside the terrain is
filled with air (1 atm). The virtual detector has a belt-like surface
and is placed surrounding the mountain at height of 65 m. The
radius and height of the belt are 500 and 10 m, respectively. Thus
the total area of the virtual detector is SMC = 3.1 × 104 m2. This
virtual detector records the information of particles passing through
it. The hemisphere, from which particles are injected, has an oblate
spheroidal shape with a long axial radius of Rx = Ry = 600 m and
a short axial radius of Rz = 300 m. The size of the spheroid is ad-
justed so that it encloses the mountain and the detector. The particle
type, position, direction and kinetic energy of incident particles are
sampled based on the energy spectrum model produced by the COS-
MOS simulation. The Fritiof string model (E > 10 GeV) and Bertini
cascade model (E < 10 GeV) are employed as hadronic interaction
models (FTFP_BERT in GEANT4 reference physics list). For elec-
tromagnetic process and multiple Coulomb scattering, the standard
electromagnetic interaction model of GEANT4 was employed. To
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Figure 2. Energy spectra calculated with COSMOS for muons (µ+ + µ−, vertical and horizontal), electrons (e+ + e−, vertical), protons (p, vertical),
gamma-rays (γ , vertical) and neutrons (n, omni-directional). The open circles denote experimental data reported in other literature: µ+ + µ−: Haino et al.
(2004) at sea level (30 m asl) and Allkofer et al. (1985) at sea level; e+ + e−: Golden et al. (1995) at 945 g cm−2 (600 m asl); p: Brooke & Wolfendale (1964)
at sea level; γ : Beuermann & Wibberenz (1968) at 760 g cm−2 (2500 m asl); n: Gordon et al. (2004) at sea level (167 m asl). The solid circles denote the results
of a COSMOS simulation taken at the same altitude at the experimental data for comparison.

save computation time, neutrons with kinetic energy below 30 MeV
are discarded during tracing.

The rotationally symmetric mountain and detector allowed to
enlarge the detector size without losing generality. The large de-
tector acceptance significantly increased statistics of background

particles with limited computation time. Specifically, we injected
only 3.3 × 109 particles, which corresponded to the number of
particles incident on the hemisphere in 10.8 s(=TMC). However, we
obtained enough statistics from the simulation, since the area of the
detector (SMC) was large. The effective exposure of the simulation
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Figure 4. (a) Virtual mountain and detector constructed in GEANT4 computational space. (b) Angular distribution of particles arriving at the virtual detector,
showing three angular regions R1, R2 and R3 defined for quantitative analysis. (c) Number histogram of particles arriving at the virtual detector. The energy
distributions of the penetrating muons and background (BG) particles are drawn with solid lines and dashed lines, respectively.

particles in the magnetic field. In conclusion, these effects are not
so severe than the hadronic uncertainty stated above. The reasons
are as follows.

(i) The geomagnetic field prevents low-energy primaries from
penetrating through the magnetosphere to the atmosphere of the
Earth (geomagnetic rigidity cut-off). The absence of the geomag-
netic field, therefore, overestimates the flux of protons coming into
the atmosphere and hence overestimates the background flux. How-
ever, the overestimation is estimated to be no more than 17 per cent,
considering the vertical rigidity cut-off of Showa-Shinzan region (8
GV).

(ii) The absence of the geomagnetic field does not influence the
COSMOS simulation in the top of the atmosphere because of the
short length (15–30 km). The rigidity for a gyroradius of 30 km is
merely ∼1 GV, assuming that the strength of the geomagnetic field
is 4 × 10−5 Tesla.

(iii) The absence of the geomagnetic field does not affect the
GEANT4 simulation near the surface because of the small injection
hemisphere (∼500 m). The rigidity for a gyroradius of 500 m would
be the order of 10 MV. Even low-energy background particles will
not be bent in the hemisphere.

3.3 Origin of background

From our simulation, the background particles can be classified
in to three categories according to their origins: (i) protons, (ii)
electrons and muons produced by hadronic interaction of protons
and neutrons in the atmosphere and the topographic material and
(iii) electrons and muons scattered in the atmosphere. In this paper,
we refer to (i) and (ii) as hadronic backgrounds and we refer to
(iii) as scattered backgrounds. Fig. 5 shows each component of the
background particles as a function of the energy threshold for the R2
and R3 regions. In both regions, the dominant contribution is from
hadronic backgrounds. The proportion of hadronic background in
the total background above 50 MeV is 89 per cent and 84 per cent
for R2 and R3, respectively.

3.4 Upward-going particles

Although we inject only downward-going particles (cos θ > 0)
in our simulation, we find upward-going particles arriving at the
detector from the rear side. The flux of the upward-going par-
ticles above 50 MeV is 5.1 × 10−2 m−2 s−1 sr−1(23 per cent) and
8.4 × 10−2 m−2 s−1 sr−1(44 per cent) for R2 and R3, respectively
(Fig. 5). A zenith angle distribution of the simulated flux for the
background particles is represented in Fig. 6.
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