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１）銀河宇宙線の起源解明のための研究
２）宇宙線と星形成史の関係について
３）>100 EeV宇宙線の加速機構について
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超新星残骸
が第⼀候補

銀河宇宙線の加速効率の探求



Supernova Remnants:e.g., Tycho’s SNR (SN 1572, Ia)
X-ray image (Chandra archive)Radio (Reynoso+97, Decourchelle 17)

Spitzer 24 µm, 70 µm (Williams+13)

Hα (Winkler+07)

Gamma-ray (Fermi+VERITAS,
Archambault+17)

Supernova Remnant (SNR)
・Supernovaの*残骸*
天⽂学的に、SNとSNRを区別する厳密な
定義は無いとされる。発⾒者の気持ち次第。
・粒⼦加速の現場
・ダスト=惑星・⽣命の材料の⽣成場所？
・ISMの相転移（分⼦雲形成）を促す、重
要なエネルギー源（Mckee&Ostriker 77, 
Inutsuka+15）



Supernova Remnants:Temporal Evolution
G1.9+0.3: Youngest SNR in our Galaxy 
(age~140 yr, Bamba & Williams 22)
Free Expansion Phase

X-ray Radio

~ Early Sedov phase

~ Late Sedov phase
(w/ clear Reverse shock)

SNR DEM L71 @LMC
(X-ray), age~a few kyr

age~500 yr

SNR Cygnus Loop 
(UV), age~10 kyr

~ Snowplow phase
(T<0.1 keV or
Vsh < 300 km/s)

G70.0-21.5
Blue OIII, Red Hα
age ~ 10-100 kyr?



upstream     → subscript “0”

downstream→ subscript “2”

宇宙線の加速効率問題（注⼊問題）
Diffusive Shock Acceleration (DSA)
→衝撃波を往復して粒⼦が加速していく

良いところ
①~PeV宇宙線を作りうるくらい，加速に
時間がかからない．
②被加速粒⼦のエネルギースペクトルが，
ベキ型になる．

ダメなところ
被加速粒⼦の量は予⾔しない．
→独⽴な検証が必要だが，特に理論的な理
解はほとんど進んでいない．
（cf. Shimoda et al. 2022）

宇宙線圧⼒で衝撃波構造が変調？
→Cosmic Ray Modified Shock



upstream     → subscript “0”

downstream→ subscript “2”

宇宙線の逃⾛問題（拡散係数問題）

escape

Diffusive Shock Acceleration (DSA)
→衝撃波を往復して粒⼦が加速していく

→Vshが⼩さくなると，衝撃波が拡散する
宇宙線に追いつけない．

→宇宙線が上流に逃⾛して加速終了．

「いつ，どれだけ逃⾛しているのか？」は
分かっていない．宇宙線圧⼒で衝撃波構造が変調？

→Cosmic Ray Modified Shock



upstream     → subscript “0”

downstream→ subscript “2”

SEDによる宇宙線加速の検証

escape

The Astrophysical Journal, 734:28 (9pp), 2011 June 10 Abdo et al.
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Figure 3. Energy spectrum of RX J1713.7−3946 in gamma rays. Shown is
the Fermi-LAT-detected emission in combination with the energy spectrum
detected by H.E.S.S. (Aharonian et al. 2007). The green region shows the
uncertainty band obtained from our maximum likelihood fit of the spectrum of
RX J1713.7−3946 assuming a power law between 500 MeV and 400 GeV for the
default model of the region. The gray region depicts the systematic uncertainty
of this fit obtained by variation of the background and source models. The black
error bars correspond to independent fits of the flux of RX J1713.7−3946 in
the respective energy bands. Upper limits are set at a 95% confidence level.
Also shown are curves that cover the range of models proposed for this object.
These models have been generated to match the TeV emission and pre-date the
LAT detection. The top panel features predictions assuming that the gamma-
ray emission predominately originates from the interaction of protons with
interstellar gas (brown: Berezhko & Völk 2006; blue: Ellison & Vladimirov
2008; cyan (solid/dashed): Zirakashvili & Aharonian 2010). The bottom
panel features models where the bulk of the gamma-ray emission arises from
interactions of electrons with the interstellar radiation field (leptonic models).
(Brown: Porter et al. 2006; blue: Ellison & Vladimirov 2008; cyan: Zirakashvili
& Aharonian 2010.) See the text for a qualitative discussion of these models. It
should be noted that the publication of the latest H.E.S.S. spectrum (Aharonian
et al. 2007) contains a mismatch between Table 5 and Figure 4 by a factor of
0.85 (Figure 4 is correct, the table values have to be multiplied by 0.85 to get the
correct values). Some of the mismatch between model curves (e.g., Zirakashvili
& Aharonian 2010) and the H.E.S.S. data might be due to this discrepancy.
(A color version of this figure is available in the online journal.)

in the collaboration for source analysis for the 2FGL catalog
(refined with 24 months of data and with finer gas maps), and

(5) replacing the standard diffuse model by a model based on
the GALPROP code68 used in the Fermi-LAT analysis of the
isotropic diffuse emission. The GALPROP model is described
in Abdo et al. (2010c). For (5), i.e., the GALPROP-based model,
we considered the various components of the diffuse emission
model separately for which we then individually fit the normal-
izations in our likelihood analysis. The components are gamma
rays produced by IC emission, gamma rays produced by in-
teractions of CRs with atomic and ionized interstellar gas, and
gamma rays produced in the interactions of CRs with molecular
gas. The model component describing the gamma-ray intensity
from interactions with molecular gas is further subdivided into
seven ranges of Galactocentric distance to accommodate local-
ized variations of the CR and molecular gas density along the
line of sight which are not accounted for in the model.

The same model of the isotropic component was used for
all model variations (1)–(5). From model variations (1)–(5), we
obtain a systematic uncertainty of +0.08/−0.10 for the spec-
tral index of RX J1713.7−3946 and a systematic uncertainty
of (+0.6/−0.7)×10−9 cm−2 s−1 for the flux above 1 GeV on
top of the statistical uncertainty. The systematic uncertainty of
the derived flux and spectral index related to the uncertainty
in the LAT effective area was evaluated separately. The uncer-
tainty of the LAT effective area—estimated from observations
of Vela (Abdo et al. 2009b) and the Earth albedo (Abdo et al.
2009a)—ranges from 10% at 500 MeV to 20% at !10 GeV.
The impact on the spectral parameters of RX J1713.7−3946 is
a systematic uncertainty of ±0.05 for the spectral index and a
systematic uncertainty of ±0.4 for the flux above 1 GeV. The
gray band in Figure 3 displays the superposition of all uncer-
tainty bands obtained in our variations of the default model.
Figure 4 depicts the model variation (2) resulting in the softest
spectrum together with the fluxes in individual energy bands
(black error bars) derived for model (2) using the same pro-
cedure as for the default model described above. The range of
systematic uncertainty is particularly important to consider for
comparisons of the spectrum to pion-decay-dominated gamma-
ray emission models which are generally expected to be softer
than IC-dominated gamma-ray emission models.

3. DISCUSSION

The positional coincidence between the extended gamma-
ray emission detected by the Fermi-LAT at the position of
RX J1713.7−3946 strongly suggests a physical association
between the GeV gamma-ray emission and this young SNR.
In addition, the region of brightest LAT gamma-ray emission
coincides with the northwestern part of the SNR. From CO
(J = 1–0) observations, Fukui et al. (2003) and Moriguchi et al.
(2005) suggested that this part of the SNR is undergoing com-
plex interactions between the SN shock wave and a molecular
cloud. This part is also the brightest region in non-thermal X-
rays and in TeV gamma rays. The match between the locations
of brightest emission suggests that the GeV emission is also
generated by the population of relativistic particles responsible
for the TeV gamma-ray and non-thermal X-ray emission.

The origin of the TeV gamma-ray emission from
RX J1713.7−3946 has been a matter of active debate (see
Zirakashvili & Aharonian 2010, and references therein). There
are two competing processes potentially responsible for the

68 GALPROP is a software package for calculating the diffuse Galactic
gamma-ray emission based on a model of cosmic-ray propagation in the
Galaxy. See http://galprop.stanford.edu/ for details and references.
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←RX J1713.7 3946（Abdo+11）

・2010年代に（当時⼤学院⽣）GeV-
TeV gamma-rayのSEDに関する研究が
⼤いに盛り上がった．

・それまでの『CR protonの加速効率が
良く，宇宙線反作⽤効果の詳細が分か
る』という期待を思い切り裏切った．

・なんなら，電⼦しか加速してないと⾔
わんばかりだった．

加速理論・SED解釈の再検討や，ガス密
度の不定性など様々な研究が⾏われたが，
結局コンセンサスは得られていない．

→SEDと相補的に，加速効率・反作⽤
効果を検証したかった．

pCR + pISM → π0 → 2γ

Inverse Compton by e-

宇宙線圧⼒で衝撃波構造が変調？
→Cosmic Ray Modified Shock



From Chandra archival image

Hα from SNR shock

0509-67.5@LMC CR加速現場と思われるSNR Shockでは，
Hαがshock⾯をトレースするように
光っている．

→加速現場の物理状態をよく反映する
と考えられている．

→衝撃波での宇宙線加速効率の推定に
使える．
(Helder+09; Morlino+13; Shimoda+15, 
18; Shimoda & Laming 19他)
＊ざっくりとまとめてあります↓
霜⽥治朗「超新星残骸での宇宙線加速効率の探求」,
天⽂⽉報 2025.5, pp286-294,
https://www.asj.or.jp/jp/activities/geppou/2025/entry1028.html

https://www.asj.or.jp/jp/activities/geppou/2025/entry1028.html
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Fig. 1. Fermi-LAT TS map above 1 GeV for the 1.5�⇥1.5� region around
the SNR SN 1006. The black cross indicates the only 4FGL-DR4 source
in the region (4FGL J1503.6�4146) while the magenta cross indicates
the point source coincident with the SW rim added in our best model.
The cyan contours represent the H.E.S.S. significance contours at 3, 5,
7� (Acero et al. 2010). White contours show the H↵ template gener-
ated from the 4m Blanco telescope observations at CTIO (Winkler et al.
2014). Yellow contours present the radio spatial template derived using
observations from the Murchison Widefield Array (Hurley-Walker et al.
2017). The inset on the bottom left corner provides the counts map from
a simulated point source in the same coordinate system (more details in
Appendix A).

(2008 August 04 – 2023 August 03) centered on SN 1006. Time
intervals during which the satellite passed through the South At-
lantic Anomaly are excluded. Our data are also filtered remov-
ing time intervals around solar flares and bright GRBs, follow-
ing the procedure used in all Fermi-LAT catalogs. The current
version of the LAT data is P8R3 (Bruel et al. 2018). We use
the SOURCE class event selection, with the instrument response
functions P8R3_SOURCE_V3. The Galactic di↵use emission is
modeled by the standard file gll_iem_v07.fits and the residual
background and extragalactic radiation are described by a sin-
gle isotropic component with the spectral shape in the tabulated
model iso_P8R3_SOURCE_V3_PSFn_v1.txt. The models are
available from the Fermi Science Support Center (FSSC)1. The
data reduction and exposure calculations are performed using the
LAT f ermitools version 2.2.0 and f ermipy (Wood et al. 2017)
version 1.2.0. We perform a binned likelihood analysis with 10
energy bins per decade over a region of 15�⇥15�.We included all
sources from the LAT 14-year source Catalog (4FGL-DR4)2 in
a region of 25� ⇥ 25�. We account for the e↵ect of energy disper-
sion (when the reconstructed energy di↵ers from the true energy)
by setting the parameter edisp_bins = �2. As such, the energy
dispersion correction operates on the spectra with two extra bins
below and above the threshold of the analysis3.

1 https://fermi.gsfc.nasa.gov/ssc/data/access/lat/
BackgroundModels.html
2 https://fermi.gsfc.nasa.gov/ssc/data/access/lat/
14yr_catalog
3 The energy dispersion correction is applied to all sources in the
model, except for the isotropic di↵use emission model. More details can

3. Morphological analysis of the LAT data

The morphological analysis is done between 1 GeV and 1 TeV
to take advantage of the improved point spread function (PSF)4

(with a 68% containment radius smaller than 0.2� above 10
GeV). More details on the LAT PSF associated with our config-
uration are provided in Appendix A in which we simulate a point
source with a spectral index of 2.0. This simulation is added as
an inset of Figure 1 to better visualize structures larger than our
PSF.
We perform a binned analysis using all event types5 (PSF0,
PSF1, PSF2 and PSF3) with spatial bins of 0.03�. As a first step,
the spectral parameters of the sources located up to 3� from the
center of the region of interest (ROI) are fit simultaneously with
the Galactic and isotropic di↵use emissions. During this pro-
cedure, the 4FGL-DR4 power-law spectral model of the point
source 4FGL J1503.6�4146 is used to reproduce the �-ray emis-
sion of the SNR SN 1006. This source is coincident with the NE
limb of the SNR and the only one included in the 4FGL-DR4 cat-
alog located within a 1� radius from the center of the SNR. To
search for additional sources in the ROI, we compute a test statis-
tic (TS) map that tests at each pixel the significance of a source
with a generic E�2 spectrum against the null hypothesis: TS =
2(lnL1�lnL0), whereL0 andL1 are the likelihoods of the back-
ground (null hypothesis) and the hypothesis being tested (source
plus background). We iteratively add two point sources in the
model where the TS exceeded 25. We localize the two additional
sources (RAJ2000, DecJ2000 = 223.36� ± 0.03�,�45.62� ± 0.02�;
225.58� ± 0.03�,�42.04� ± 0.03�) and we fit their power-law
spectral parameters. The second point source is coincident with
the SW limb as can be seen in Figure 1 and Figure 2 (middle),
proving that the southern part of the SNR is now detected by
the LAT with a TS value exceeding 25 assuming a point source
hypothesis. We also calculated the improvement assuming ex-
tended Gaussians for these two additional sources and obtained
TS ext = 0 for the first source and 12 (below the threshold of 16
to claim for an extension) for the source coincident with the SW
limb which is called PS in the following. We then perform the
morphological analysis of the SNR SN 1006. In each step, we
replace the point sources associated with the NE and SW limb
of the emission with di↵erent geometrical and multi-wavelength
templates, fitting both the morphological and spectral parame-
ters of the new components. The results of all morphological
tests performed are reported in Table 1. Since we cannot use the
likelihood ratio test to compare models that are not nested, we
use the Akaike Information Criterion (Akaike 1998, AIC). We
calculate �AIC = AIC2 point sources - AICi = 2 ⇥ (� d.o.f. - �lnL)
to compare the di↵erent models. The di↵erent steps of the pro-
cedure are the following: fitting a disk, replacing the disk by the
H.E.S.S. spatial template (Acero et al. 2010), or using a H.E.S.S.
template for each limb separately. This last step provides an ex-
cellent fit to the data though some residuals are still apparent on
the NW of the SNR, coincident with the bright H↵ filament, as
can be seen in Figure 2 (right). The significance of this emis-
sion is tested by using an H↵ spatial template generated from
4m Blanco telescope observations at CTIO (Winkler et al. 2014)
in addition to the NE and SW H.E.S.S. templates, providing a
better �AIC value (Model 5). Despite the larger number of de-

be found in the FSSC: https://fermi.gsfc.nasa.gov/ssc/data/
analysis/documentation/Pass8_edisp_usage.html
4 http://www.slac.stanford.edu/exp/glast/groups/canda/
lat_Performance.htm
5 https://fermi.gsfc.nasa.gov/ssc/data/analysis/
documentation/Cicerone/Cicerone_Data/LAT_DP.html
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Hα from SNR shock
The Astrophysical Journal, 781:65 (18pp), 2014 February 1 Winkler et al.
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Figure 3. Large upper panel shows a very deep Hα image of SN 1006, after continuum subtraction, obtained at the CTIO 4 m Blanco telescope with the Mosaic II
camera, 2010. The relatively bright filaments to the NW are saturated in this display, in order to emphasize the far fainter emission elsewhere in the remnant. The field
is 36′ square, and exactly matches that of the X-ray image, Figure 2. The smaller images below show both the 1998 and 2010 images at the same scale; most of the
features seen in the 2010 image are also visible in the earlier low-resolution image.

2013). We discuss these possibilities further in Section 8.3.
There are also several thin arcs of Balmer emission without an
obvious X-ray knot behind, which could have resulted from less
dense clumps of ejecta or ones that have dissipated.

In the NW, the new Hα image clearly shows the complex
structure ahead of the bright filaments, best shown in Figure 5
(center), where this region is displayed with a very hard stretch
to show the faintest emission. Very faint X-ray emission is also

seen outside the main Balmer filament, up to the outermost
limit of optical emission. The optical morphology indicates a
rippled sheet seen edge-on, with the multiple edges representing
tangencies at different locations (as shown by Hester 1987). It
has long been clear that this is the cause for the undulating
structure of the primary NW filament, but the deeper image
shows this structure to be more complex than previously
realized. The bright filament is the result of an encounter
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Winkler+14 (SN 1006)

Smith 97 (RCW 86)

Fermi (Lemoine-Goumard+24)

A&A proofs: manuscript no. main

Fig. 4. Spectral energy modeling of the NE (Left) and SW (Right) regions of SN 1006. For all experiments except Fermi, only statistical errors are
shown. Modeling parameters are listed in Table 4. The cyan and green lines represent the synchrotron emission and the IC emission, respectively.
The black and red dotted lines represent the total and pion decay emission derived for a proton energy cut-o↵ at 200 TeV while the solid ones are
derived for 20 TeV. The dashed yellow line indicates the sensitivity of CTA for 50 hours of observation (latest response function: Southern array
Prod 5). The blue radio (Allen et al. 2001) and green X-ray (Bamba et al. 2008) data from the whole SNR have been scaled for each limb (see
Section 5 for more details). The H.E.S.S. spectral points for each limb (Acero et al. 2010) are indicated in purple. The data points derived in this
analysis for the NE and SW limbs are presented in red.
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almost circular in shape with a diameter of about 40’ clearly
showing a shell-like structure in the optical (Smith 1997), ra-
dio (Kesteven & Caswell 1987), infrared (Williams et al. 2011)
and X-ray (Pisarski et al. 1984) regimes. The source has been
detected in �-rays (Aharonian et al. 2009; Yuan et al. 2014), but
a shell-like structure was not resolved. RCW 86 is a young SNR,
which is about 1800 years old, based on the probable connec-
tion to the historical supernova SN 185 recorded by Chinese as-
tronomers in 185 AD (Stephenson & Green 2002; Smith 1997;
Dickel et al. 2001; Vink et al. 2006). The nature of the RCW 86
supernova (SN) progenitor was under intense discussion in the
context of its young age and its unusually large size with a ra-
dius of R ⇡ 15d2.5 pc (d2.5: the distance to RCW 86 in units
of 2.5 kpc). Williams et al. (2011) comprehensively studied all
arguments about the type of the progenitor of RCW 86 and
conducted hydrodynamic simulations to explain the observed
characteristics. They concluded that RCW 86 is likely the rem-
nant of a Type Ia supernova. The explosion was o↵-center in
a low-density cavity carved by the progenitor system (see also
Vink et al. 1997; Broersen et al. 2014).

The physical conditions vary within the volume of RCW 86.
While slow shocks have been measured (⇠600–800 km s�1;
Long & Blair 1990; Ghavamian et al. 2001) in the southwest
(SW) and northwest (NW) regions along with relatively high
post-shock gas densities (⇠2 cm�3; Williams et al. 2011), X-ray
measurements by Helder et al. (2009) indicate high veloci-
ties of 6000 ± 2800 km s�1 in the northeast (NE) whereas
optical measurements of specific knots in this region by
Helder et al. (2013) show large variations in proper motions be-
tween 700–2000 km s�1 and low densities of ⇠0.1–0.3 cm�3 (see
Yamaguchi et al. 2011). In the SW, NE, and to a lesser ex-
tent in the NW region, nonthermal X-ray emission is detected
(Bamba et al. 2000; Vink et al. 1997, 2006; Williams et al.
2011). Near a region of Fe-K-line emission in the SW, there is
nonthermal emission possibly synchrotron radiation from elec-
trons accelerated at the reverse shock (Rho et al. 2002).

Here, we present a new analysis of VHE �-ray data of
RCW 86 taken with the High Energy Stereoscopic System
(H.E.S.S.). When the discovery of RCW 86 was published
by the H.E.S.S. Collaboration, the morphology in the TeV
�-ray regime could not be resolved owing to limited statistics
(Aharonian et al. 2009). The new analysis benefits from signifi-
cantly improved statistics and addresses whether RCW 86 has a
shell structure in the VHE �-ray regime. In addition, the larger
data set allows for a broadband modeling of the spectral en-
ergy distribution with both a leptonic and an hadronic one-zone
model. We restricted ourselves to two simple models since it is
unreasonable to use more intricate models with additional pa-
rameters that cannot be determined owing to limited statistics.

2. H.E.S.S. observations and analysis method

The H.E.S.S. is located in the Khomas Highland of Namibia
at a height of about 1800 m above sea level. In its first phase,
the system consisted of four identical imaging Cherenkov tele-
scopes, each with a mirror area of 107 m2 and a large field
of view of 5� (Bernlöhr et al. 2003). The data presented in this
paper were taken during this phase.

In 2009 the H.E.S.S. Collaboration announced the discov-
ery of RCW 86 in the VHE regime (Aharonian et al. 2009). The
source morphology of RCW 86 was thoroughly studied, but the
existing data did not su�ce to settle the question of whether the
VHE emission originates from a shell or from a spherical region.
Between 2007 and 2011, observations of the neighboring source

Fig. 1. VHE �-ray emission of RCW 86. The sky map is extracted with
faint analysis cuts and smoothed with a Gaussian filter with �smooth =
0�.06 to reduce the e↵ect of statistical fluctuations. Black contours corre-
spond to 3, 5, 7� significance. The white dotted circle depicts the inte-
gration region chosen for the spectral analysis. The dashed cyan sector
shows the position angle range of the radial profile in Fig. 3. The two
green sectors (solid lines) give the extraction regions for spectra of the
SW and NE regions discussed in Sect. 3.

H.E.S.S. J1458�608 (de Los Reyes Lopez 2011) and the scan
of the Galactic plane have added additional observation time to
the data set, which now amounts to ⇠57 h. The zenith angles of
these observations range from 36� to 53� and have a mean value
of 40�. The data were recorded with pointing o↵sets between
0.5� and 2.5�, average 1.1�, from the RCW 86 position. The sen-
sitivity and angular resolution were improved compared to the
former publication (Aharonian et al. 2009), using an advanced
analysis method (for further detail, see de Naurois & Rolland
2009) instead of the formerly used standard Hillas-parameter-
based analysis. Standard cuts were used for spectral analysis and
faint source cuts for morphological analysis. The faint source
cuts have an improved angular resolution at the expense of lower
statistics and a higher energy threshold of about 100 GeV (for the
cut definition, see de Naurois & Rolland 2009). The results we
present are consistent with the results of a multivariate analysis
technique (Ohm et al. 2009), using an independent calibration
scheme.

3. Results

The �-ray excess map, using the ring background subtraction
technique (Berge et al. 2007), is shown in Fig. 1. The map was
smoothed with a Gaussian filter to reduce the e↵ect of statis-
tical fluctuations. The 68% containment radius of 0�.061 of the
H.E.S.S. point spread function (PSF) was chosen as smoothing
radius.

Since this is larger than the bin size (0�.02), the pixels are cor-
related with each other. This is accounted for in the spatial-fitting
process that we present. Extended �-ray emission was found.
We detected 1220 ± 87 excess �-rays within a circular region
centered at ↵J2000 = 14h43m2.16s, �J2000 = �62�2605600 with a
radius of 0�.41 (see Fig. 1) and a source detection at a statistical
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Fig. 5. Spectral energy distribution of RCW 86 for a hadronic scenario. The solid blue lines denote the total broadband emission from the one-
zone modeling discussed in Sect. 4 The dotted lines show the IC-contributions and the dashed line is that of the ⇡0-decay contribution. The
black dashed dotted line shows the results for a proton spectrum with �p = 2. The radio data points are from Molonglo at 408 MHz and Parkes
at 5 GHz (Caswell et al. 1975; Lemoine-Goumard et al. 2012). X-ray data are from ASCA and RXTE from Lemoine-Goumard et al. (2012). The
Fermi-LAT data points are taken from Yuan et al. (2014) and the H.E.S.S. data are from this analysis.

accelerated in the reverse shock. It is therefore possible that some
of the VHE �-ray emission comes from the region shocked by
the reverse shock. A possible hint for this is provided by the
more centrally filled morphology of the VHE �-ray emission
with respect to the radio emission, however, the sensitivity of
the �-ray is not su�cient to draw any firm conclusions about
this.

5. Conclusion

In this work, we presented the first strong evidence that RCW 86
shows a shell-type morphology in TeV �-rays. The TeV �-ray
spectrum favors an exponential cuto↵ power law with � =
1.59±0.22stat ±0.2sys and a cuto↵ energy Ecut = 3.47±1.23stat ±
2.2sys TeV rather than a pure power law.

The broadband SED can be well described by a simple lep-
tonic one-zone model with a magnetic field strength of B ⇡
22 µG and a � ⇡ 2.3 power-law electron spectrum with an expo-
nential cuto↵ at Ecut ⇡ 19 TeV. The kinetic energy of all elec-
trons above 1 GeV is about 0.1% of the kinetic energy of the
supernova explosion of 1051 erg.

Modeling the broadband data using a hadronic one-zone
model requires a hard proton spectrum with index �p ⇡ 1.7.
This model is incompatible with a conventional /E�2 acceler-
ation spectrum, but lies between the spectral index value of the
test particle approach and the one with strong modified shocks
(Malkov 1999; Berezhko & Ellison 1999). The total energy of
all protons above 1 GeV is Wp ⇡ 9 ⇥ 1049/ncm�3 erg, when a
distance of 2.5 kpc are assumed. As a result of limited statistics
neither the leptonic nor the hadronic model can be ruled out.
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Fig. 4. Spectral energy distribution of RCW 86 for a leptonic scenario. The red solid lines denote the total broadband emission from the one-zone
modeling discussed in Sect. 4. The dotted lines show the IC-contributions and the dashed line is that of the ⇡0-decay contribution. The radio data
points are from Molonglo at 408 MHz and Parkes at 5 GHz (Caswell et al. 1975; Lemoine-Goumard et al. 2012). X-ray data are from ASCA and
RXTE from Lemoine-Goumard et al. (2012). The Fermi-LAT data points are taken from Yuan et al. (2014) and the H.E.S.S. data are from this
analysis.

to estimates by Vink et al. (2006). The total kinetic energy of
all electrons above 1 GeV amounts to ⇠1048 erg, which is
about 0.1% of the total energy of a typical Type Ia supernova
(1051 erg). We obtain an upper limit for the energy injected into
accelerated protons of ⇠1049 ncm�3 erg with the e↵ective den-
sity ncm�3 = n/1 cm�3 also taking into account protons with the
same spectral index as the electrons and a conservative chosen
energy cuto↵ of 100 TeV. A higher amount of energy is not
compatible with the Fermi-LAT upper limits (see Fig. 4). This
energy limit implies an electron-to-proton ratio above 1 GeV of
Kep � 10�1. These results are in good agreement with those ob-
tained by Lemoine-Goumard et al. (2012).

In the case of the hadronic scenario, the �-rays are produced
via proton-proton interactions and subsequent neutral pion de-
cay whereas the X-rays are still produced via synchrotron radi-
ation of high-energetic electrons. Therefore, the electron frac-
tion has to be lower and the magnetic field stronger. A stan-
dard proton spectrum with �p = 2 and a total energy in accel-
erated protons at emission time of Wp ⇡ 2.1 ⇥ 1050/ncm�3 erg
would describe the H.E.S.S. measurements, but is incompatible
with the Fermi-LAT results (see Fig. 5 black dashed line). This
was already pointed out by Lemoine-Goumard et al. (2012). The
proton spectrum, which reproduces the �-ray data, has a spec-
tral index of �p ⇡ 1.7 and a cuto↵ energy of Ecut = 35 TeV.
The index lies between the spectral index of the test particle
approach and the spectral index with strong modified shocks
(Malkov 1999; Berezhko & Ellison 1999). The blue line in Fig. 5
presents this hadronic model. The total energy of all protons
above 1 GeV is Wp ⇡ 9 ⇥ 1049/ncm�3 erg, which means that a
fraction of 0.1/ncm�3 of the supernova (Type Ia) energy has to be
converted into high-energy protons. The electron-to-proton ratio
is Kep = 10�3. To model the radio and X-ray data, an electron
spectrum with spectral index of �e ⇡ 2.3 and a cuto↵ energy of
Ecut = 9 TeV is needed and a magnetic field strength of 100 µG.
This is comparable to two di↵erent estimates: one by Völk et al.
(2005) of 99+46

�26 µG, which was deduced from the thickness of
the filaments in the SW region, and another one calculated by
Arbutina et al. (2012) of a volume-averaged magnetic field of

⇠70 µG. The total kinetic energy of the protons above 1 GeV
was found to be Wp ⇡ 9 ⇥ 1049/ncm�3 erg, which means that
about 10%/ncm�3 of the supernova (Type Ia) energy has to be
converted into high-energy protons.

As already mentioned, the hadronic model cannot reproduce
the radio data with an electron spectrum that has the same spec-
tral index as the proton spectrum (�p = 1.7). This is in conflict
with the expectation that electrons and protons exhibit the same
dynamics at relativistic energies up to an energy where electron
synchrotron losses become important.

Lemoine-Goumard et al. (2012) applied a two-zone model
to the data to overcome this problem. They introduced a sep-
arate second leptonic population to explain the radio emission
with the consequence that the lower limit on the magnetic field
was 50 µG. The X-ray emission was reproduced with an in-
jection spectrum with a power-law index of � = 1.8, a break
at 3 TeV, caused by synchrotron cooling, and an exponential
cut-o↵ at 20 TeV. The energy injected into hadrons was ⇠7 ⇥
1049/ncm�3 erg. These results fulfill the observational constraints,
but the problem remains that the proton spectrum is particularly
hard.

When we compare the modeling results of both the leptonic
and hadronic models, we find that neither can be ruled out. The
hadronic model encounters problems by describing the data in a
self-consistent way, i.e., it is not possible to describe the radio
data with electron and proton spectra with the same spectral in-
dex, which would be expected for relativistic particles under the
assumption of di↵use shock acceleration theory. Better statis-
tics and possibly more detailed models are needed to solve this
question.

Our study of the morphological correlation between radio,
X-rays, and �-rays has shown (see Sect. 3) that radio and the
X-ray emission in the energy range between 0.5 and 1 keV do
not coincide with the �-ray emission, while the emission in the
X-ray regime 2–5 keV shows a correlation with the TeV �-ray
emission. This X-ray emission (2–5 keV) is spatially near to a
Fe-K-line. Rho et al. (2002) argued that the hard X-ray contin-
uum is synchrotron radiation produced by electrons, which are
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Figure 2. The polarization degree of scattered H α at the line centre. Note
that we consider only the transition from 3p3/2 to 2s1/2 here. The solid
line is the case of a uniform, isotropically emitting medium in which the
intensity of Ly β is given by equation (20). The dots represent the case of
an anisotropic radiation field modelling the SNR shock. Here we set Iν, B =
10Sν in equation (29).

the radiation field is quite anisotropic at the shock (e.g. fig. 7 of
Shimoda & Laming 2019). This situation may be modelled by

I (i)
ν,µ = Iν,Be− τν

|µ| + Sν(1 − e− τν
|µ| ), (28)

where Iν,B is the µ-independent intensity of Ly β from the down-
stream region, and τ ν is now the optical depth outside the shock.
Then, the polarization degree becomes

Q(s)
ν

I
(s)
ν

=
(
Iν,B − Sν

)
(3A(τν) − 9B(τν))

16Sν +
(
Iν,B − Sν

)
(17A(τν) − 3B(τν))

. (29)

Fig. 2 shows the case of Iν,B = 10Sν (see dots), giving ‘negative’
polarization. Note that if the value of Sν is absolutely equal to zero,
the polarization degree becomes −0.43 at τ ν → ∞. In other words,
if Sν has a very small but finite value, the degree becomes zero at
which Iν,Be− τν

µ $ Sν . Hence, in actual SNR shocks, H α can have
a sizable, ‘negative’ polarization degree in the upstream region.

For the CR modified shock, the upstream hydrogen atoms can
be decelerated before entering the shock front as a consequence of
charge-exchange reactions with decelerated protons. This ‘deceler-
ation’ is measured in the shock rest frame. In the observer rest frame
(far upstream rest frame), the particles are accelerated towards the
far upstream region where the CR back reactions cease. Thus, the
atoms in the far upstream region ‘see’ blueshifted Ly β radiated
by the decelerated atoms. As a result, the optical depth depends
strongly on the direction cosine µ. Because the Ly β incident from
µ ≈ 0 are seen as not shifted, the scattering of the µ ≈ 0 photons
becomes dominant, giving a ‘positive’ polarization.

In actual SNR shocks, unfortunately, the radiation line transfer
problem including the polarization is quite complex even if there is
no shock modification. Hence, using the latest radiative line transfer
model of SNR shocks constructed by Shimoda & Laming (2019)
and making several simplifications, we estimate the polarization of
H α for both cases of modified/unmodified shock in this paper.

3 M O D EL

We estimate the polarization of H α from the upstream region of
SNR shocks with fixed shock velocity, Vsh = 4000 km s−1, far
upstream temperature, T0 = 6000 K, and pre-shock ionization
degree, χ0 = 0.5, for the following three cases: (i) no particles
leaking to the upstream region which is the same situation as in

Figure 3. Schematic illustration of the shock models considered in this
paper. The vertical axis shows the velocities of hydrogen atoms and protons
measured in the shock rest frame. The horizontal axis is the z-axis. The
shock (or sub-shock for the modified shock case) is located at z = 0. The
solid lines indicate the cases of no velocity modification, while the broken
lines indicate the case of the modified shocks. The orange lines are the mean
velocity of protons and the black lines are the mean velocity of hydrogen
atoms, respectively. The precursor front is located at z = zpre at which the
electrons are heated up to 106 K and the protons are being decelerated to
have a mean velocity of 0.95Vsh. Some of hydrogen atoms having the same
bulk velocity as the protons emerge from charge-exchange reactions.

Shimoda & Laming (2019), (ii) an electron heating precursor with
temperature of 106 K due to CRs but no velocity modifications
following Laming et al. (2014), (iii) in addition to the electron
heating precursor, there are decelerated protons, but with no proton
heating. Fig. 3 summarizes these three cases. We assume that
the velocity modification is 5 per cent of Vsh (i.e. 200 km s−1)
and that the downstream values are given by usual the Rankine–
Hugoniot relations for simplicity. Note that the downstream electron
temperature is fixed at 10 per cent of proton temperature (Te &
3 keV).

In the radiation line transfer model of Shimoda & Laming (2019),
the shock geometry is the same as in Fig. 1. For the radiation
transfer problem, they set the two free escape boundaries for
photons upstream and downstream of the shock. The plasma they
consider consists of protons, electrons and hydrogen atoms. Note
that bremsstrahlung radiation, emission from the SNR ejecta, and
any other external radiation sources are neglected. The excitation
levels of hydrogen atom are considered up to 4f. Their model did
not consider the existence of a precursor. Therefore, we additionally
solve the ionization structure of hydrogen for the precursor cases.

For case (ii), with only an electron heating precursor, we solve
the ionization structure of the upstream hydrogen in the shock rest
frame with the following equations

∂n0
H

∂z
= −n0

H
CI

Vsh
, (30)

and

∂np

∂z
= n0

H
CI

Vsh
, (31)

where n0
H is the number density of hydrogen atoms that have not

experienced the charge-exchange reactions. The number density of
protons is np and CI is the ionization rate. For the modified shock
case (iii), the ionization structure in the precursor region is given
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Line transfer at SNR shock: 2s-state hydrogen atoms 3

Figure 1. Schematic illustrations of the SNR shock. (a): The shock is axially
symmetric to the z-axis. The x-y plane corresponds to the shock surface.
The red arrows indicate the photon ray, which makes the angle θ with the
z-axis. The upstream side is z < 0, while the downstream side is z > 0. Two
broken lines at z = zout and z = zin represent the free-escape boundaries
of photons for the upside and the downside, respectively. (b): The curves
with colors black, blue and orange indicate the number density of narrow
hydrogen atoms, broad hydrogen atoms and protons, respectively. Here we
assume that there is no leaky particles to the upstream region. The red
arrows represent the ray of scattered photons, which escape from the shock
by crossing the outer/inner boundary.

structure of ‘narrow’ hydrogen atoms, which can be well approx-
imated by the classical model. Moreover, we consider only the
hydrogen line emissions and ignore the bremsstrahlung radiation,
thermal emissions from the SNR ejecta, external radiation sources
and so on for simplicity. Thus, our model predicts somewhat smaller
number of the 2s-state hydrogen atoms than the realistic SNR shock.
In Section 2, we formulate the radiative line transfer problem for the
SNR shock. In Section 3, we present the results of atomic popula-
tion. In Section 4, we consider how the hydrogen lines are observed
based on the results of atomic population. Finally, we summarize
our results.

2 FORMULATION OF LINE TRANSFER
The line transfer problem is reviewed in several literatures (e.g.
Castor 2004). We apply their formulation to the problem for the
SNR shocks propagating into pure atomic hydrogen plasma, which
consist of hydrogen atoms (denoted ’H’), protons (’p’) and electrons
(’e’). The shock is set to be stationary, axially symmetric to z-axis,
plane-parallel to x-y plane and located at z = 0 (see, Fig. 1a). We
set two free-escape boundaries for photons at the upside (z = zout)
and downside (z = zin) of the shock. For simplicity, we assume that
there is no leaky particles to the upstream region and the radiation
filed consists of only the line emissions (i.e. bremsstrahlung radia-
tion, emission from the SNR ejecta and any other external radiation
sources are neglected). Moreover, we assume the temperature equi-

librium for the upstream plasma and fix the upstream temperature
as T0 = 6000 K for simplicity.

Firstly, we describe the ionization structure of hydrogen atoms.
Let nN

H, j be the number density of ’narrow’ hydrogen atoms, which
have not experienced the charge-exchange reactions, while nB

H, j
be the number density of ’broad’ hydrogen atoms emerged by the
charge-exchange reactions. Obviously, we have the relation nH, j =
nN

H, j+nB
H, j . Fig. 1b is schematic illustration of the spatial distribution

of particles. We consider that the partially ionized plasma flows from
the far upstream region (z < zout) and presume that they are in the
ionization equilibrium. Hence, we set the boundary conditions as
nN

H,1s(z < 0) = nN
H,1s(zout), nB

H,1s(z < 0) = 0 and np(z < 0) =
np(zout), where np is the number density of proton. At the shock
(z = 0), we assume the jump conditions as

np(0) = 4np(zout), (6)

u2 =
Vsh
4 , (7)

kBTp =
3
16 µ

′mpVsh
2 (8)

Te = βTp (9)

where Vsh is the shock velocity, kB is the Boltzmann constant and
mp is the proton mass. Tp and Te are the downstream temperatures of
proton and electron, respectively. µ′ is the effective mean molecular
weight, which is defined as

µ′ = 1 −
(
1 − µ′#

) β − me
mp

µ′# + (1 − µ′#)β −
me
mp

, (10)

where µ′# = 0.62 and me is the electron mass (see Shimoda et al.
2018, for detail). Note that the number density of downstream proton
is function of z, while u2, Tp and Te are constant. In the following,
we neglect the recombination rate ∼ 10−14 s−1 cm−3, which is
very smaller than any other rates. Moreover, we assume nH, j!1s %
nH,1s (see Eq. (4)). We will address these assumptions later. Then,
the spatial distribution of narrow hydrogen atoms is given by

∂nN
H,1s
∂z

= −nN
H,1s

CI,N + CCX,N
Vsh

, (11)

where we define the collisional ionization rate,

CI,N =
∑

q={e,p}
nq

∫
f N
H fq∆vqσI

qd3vHd3vq, (12)

and the charge-exchange rate,

CCX,N = np

∫
f N
H fp∆vpσCXd3vHd3vp. (13)

nq is the number density of particle q. vq and vH denote the velocity
vectors of particle q and hydrogen atom, respectively. ∆vq ≡

%%vH −
vq

%% is the relative velocity between the hydrogen atom and particle
q. σI

q is the ionization cross-section by the collision with particle
q and σCX is the total cross-section of charge-exchange reactions.1
We assume the velocity distribution function of narrow hydrogen
atoms as

f N
H =

(
mH

2πkBT0

) 3
2

exp
[
−mH (vH − Vsh)2

2kBT0

]
, (14)

1 We omit rates of collisions between hydrogen atoms, which are small
compared with the rates by proton/electron collisions because of no shock
compression.
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Results: Polarization of HaCosmic ray modified shock polarimetry 2729

Figure 5. Radiative excitation rate for the transition from 1s to 3p (solid
lines) and total collisional excitation rate for the transitions from 1s
to 3s, 3p, and 3d (dots). The blue, red, and black lines indicate the
cases of no precursor (i), only an electron heating precursor (ii), and
the electron heating precursor with decelerated protons (iii), respectively.
The vertical thin lines at ntot, 0z ! −27 × 1015 cm−2 and ntot, 0z !
0 cm−2 indicate the locations of the precursor front and the shock front,
respectively.

total intensity of H α including all contributions such as collisional
excitation, radiative excitation, and cascades from higher levels (up
to 4f in our model). Almost all radiative excitation comes from the
absorption of Ly β, which populates nH, 3p. Fig. 5 shows the radiative
rate for the transition from 1s to 3p and the total collisional rate of
the transitions from 1s to 3s, 3p, and 3d. The radiative excitation
dominates over the collisional excitation in the upstream region
because the Lyman lines are trapped. Thus, in the upstream region,
most of H α photons arise from the Ly β–H α conversion. In this
paper, for calculating the Stokes Q of H α, we approximate that all
of the 3p-state hydrogen atoms arise from Ly β absorption. Hence,
we obtain

nH,3p = nH,3p3/2 + nH,3p1/2 ≈
(

1 +
f1s,3p1/2

f1s,3p3/2

)
nH,3p3/2 , (38)

where f1s,3p1/2 = 0.026381 and f1s,3p3/2 = 0.052761 are the oscil-
lator strengths for the transitions from 1s to 3p1/2 and to 3p3/2,
respectively (Wiese & Fuhr 2009). Since we suppose the optically
thin limit for H α, the Stokes I of the scattered H α is given by
I (s)
ν = j

3p3/2,2s
ν,0 L, where L is a path-length along the line of sight and

jk,j
ν,µ is the emissivity for the transition from k to j. Note that our

line of sight is fixed along the y-axis (µ = 0). Thus, we obtain the
normalization factor of the Rayleigh scattering as

NR =
hν
4π nH,3p3/2A3p,2sφ

3p,2s
ν,µ L

∫ 1
−1 I

(i)
ν,µ

(
17
16 − 3

16 µ2
)

dµ
. (39)

Here we estimate the intensity of Ly β in the scattering as

I (i)
ν,µ(z) = ILyβ

ν,µ (z)exp
[
−kν,µ(z)%z

|µ|

]
, (40)

where kν, µ is the absorption coefficient and ILyβ
ν,µ is the specific

intensity of Ly β. They are the outcome of the atomic population
calculations. The spatial resolution of our numerical calculation is
%z: kν, µ%z ! 0.08 at the far upstream region. The polarization

Figure 6. The polarization degree of H α. The blue, red, and black lines
indicate the cases of no precursor (i), only an electron heating precursor
(ii), and the electron heating precursor with decelerated protons (iii),
respectively. The vertical thin lines at ntot, 0z ! −27 × 1015 cm−2 and
ntot, 0z ! 0 cm−2 indicate the locations of the precursor front and the shock
front, respectively. Positive values correspond to polarization along the z-
axis, while negative values correspond to polarization along the x-axis. Note
that these results includes all of atomic levels and processes unlike the result
shown in Fig. 2.

degree of H α, finally, is written as

Q(s)
ν

Iν,0
=

NR
∫ 1

−1 I (i)
ν,µ

(
3
16 − 9

16 µ2
)

dµ

jν,0L

=
nH,3pA3p,2s

(
1 +

f1s,3p1/2
f1s,3p3/2

)−1

nH,3sA3s,2p + nH,3pA3p,2s + nH,3dA3d,2p

×
∫ 1

−1 ILy β
ν,µ e− kν,µ

|µ| %z
(

3
16 − 9

16 µ2
)

dµ
∫ 1

−1 I
Ly β
ν,µ e− kν,µ

|µ| %z
(

17
16 − 3

16 µ2
)

dµ
. (41)

Note that this polarization degree includes the effects of collisional
excitation, cascades from higher levels, and scattering in the case of
%j = 0 (transitions from 1s1/2 to 3p1/2 and subsequently to 2s1/2). In
particular, we assume that the precursor collisional excitation and
cascades yield completely unpolarized H α.

Fig. 6 shows the estimated polarization degree of H α in the
upstream region. Here the Stokes parameters are integrated over an
interval of frequency corresponding to the Doppler velocity range
−25 to 25 km s−1. As discussed in Section 2, the sign of Stokes
Q depends on the velocity modification. In the no precursor case
(i), the polarization degree is positive (!2 per cent) in the region
close to the shock front where the optical depth of Ly β is small.
Then, the polarization becomes negative at optical depth ∼1. Since
the Ly β radiated from the downstream region in the direction of
µ ≈ −1 (along the z-axis) is not so attenuated compared to that
radiated along µ ≈ 0, the ‘photon beam’ is elongated along the
z-axis, giving a negative polarization in the region distant from
the shock. Note that the polarization at z ! −5 × 1016 cm is
affected by the photon free escape boundary. On the other hand,
in the simple electron heating precursor case (ii), the polarization
degree is modest (!−1 per cent) in the precursor region. This is
because the electron heating precursor with no velocity modification
yields a uniform, isotropically emitting medium whose polarization
property is shown in Fig. 2. Note that the polarization degree
in front of the shock is !1 per cent in this case (the plots in
Fig. 6 overlap). In the modified shock case (iii), the polarization

MNRAS 489, 2723–2731 (2019)
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The sign of degree indicates the polarization angle (Stokes Q).
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upstream     → subscript “0”

downstream→ subscript “2”

SEDによる宇宙線加速の検証

escape
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Figure 3. Energy spectrum of RX J1713.7−3946 in gamma rays. Shown is
the Fermi-LAT-detected emission in combination with the energy spectrum
detected by H.E.S.S. (Aharonian et al. 2007). The green region shows the
uncertainty band obtained from our maximum likelihood fit of the spectrum of
RX J1713.7−3946 assuming a power law between 500 MeV and 400 GeV for the
default model of the region. The gray region depicts the systematic uncertainty
of this fit obtained by variation of the background and source models. The black
error bars correspond to independent fits of the flux of RX J1713.7−3946 in
the respective energy bands. Upper limits are set at a 95% confidence level.
Also shown are curves that cover the range of models proposed for this object.
These models have been generated to match the TeV emission and pre-date the
LAT detection. The top panel features predictions assuming that the gamma-
ray emission predominately originates from the interaction of protons with
interstellar gas (brown: Berezhko & Völk 2006; blue: Ellison & Vladimirov
2008; cyan (solid/dashed): Zirakashvili & Aharonian 2010). The bottom
panel features models where the bulk of the gamma-ray emission arises from
interactions of electrons with the interstellar radiation field (leptonic models).
(Brown: Porter et al. 2006; blue: Ellison & Vladimirov 2008; cyan: Zirakashvili
& Aharonian 2010.) See the text for a qualitative discussion of these models. It
should be noted that the publication of the latest H.E.S.S. spectrum (Aharonian
et al. 2007) contains a mismatch between Table 5 and Figure 4 by a factor of
0.85 (Figure 4 is correct, the table values have to be multiplied by 0.85 to get the
correct values). Some of the mismatch between model curves (e.g., Zirakashvili
& Aharonian 2010) and the H.E.S.S. data might be due to this discrepancy.
(A color version of this figure is available in the online journal.)

in the collaboration for source analysis for the 2FGL catalog
(refined with 24 months of data and with finer gas maps), and

(5) replacing the standard diffuse model by a model based on
the GALPROP code68 used in the Fermi-LAT analysis of the
isotropic diffuse emission. The GALPROP model is described
in Abdo et al. (2010c). For (5), i.e., the GALPROP-based model,
we considered the various components of the diffuse emission
model separately for which we then individually fit the normal-
izations in our likelihood analysis. The components are gamma
rays produced by IC emission, gamma rays produced by in-
teractions of CRs with atomic and ionized interstellar gas, and
gamma rays produced in the interactions of CRs with molecular
gas. The model component describing the gamma-ray intensity
from interactions with molecular gas is further subdivided into
seven ranges of Galactocentric distance to accommodate local-
ized variations of the CR and molecular gas density along the
line of sight which are not accounted for in the model.

The same model of the isotropic component was used for
all model variations (1)–(5). From model variations (1)–(5), we
obtain a systematic uncertainty of +0.08/−0.10 for the spec-
tral index of RX J1713.7−3946 and a systematic uncertainty
of (+0.6/−0.7)×10−9 cm−2 s−1 for the flux above 1 GeV on
top of the statistical uncertainty. The systematic uncertainty of
the derived flux and spectral index related to the uncertainty
in the LAT effective area was evaluated separately. The uncer-
tainty of the LAT effective area—estimated from observations
of Vela (Abdo et al. 2009b) and the Earth albedo (Abdo et al.
2009a)—ranges from 10% at 500 MeV to 20% at !10 GeV.
The impact on the spectral parameters of RX J1713.7−3946 is
a systematic uncertainty of ±0.05 for the spectral index and a
systematic uncertainty of ±0.4 for the flux above 1 GeV. The
gray band in Figure 3 displays the superposition of all uncer-
tainty bands obtained in our variations of the default model.
Figure 4 depicts the model variation (2) resulting in the softest
spectrum together with the fluxes in individual energy bands
(black error bars) derived for model (2) using the same pro-
cedure as for the default model described above. The range of
systematic uncertainty is particularly important to consider for
comparisons of the spectrum to pion-decay-dominated gamma-
ray emission models which are generally expected to be softer
than IC-dominated gamma-ray emission models.

3. DISCUSSION

The positional coincidence between the extended gamma-
ray emission detected by the Fermi-LAT at the position of
RX J1713.7−3946 strongly suggests a physical association
between the GeV gamma-ray emission and this young SNR.
In addition, the region of brightest LAT gamma-ray emission
coincides with the northwestern part of the SNR. From CO
(J = 1–0) observations, Fukui et al. (2003) and Moriguchi et al.
(2005) suggested that this part of the SNR is undergoing com-
plex interactions between the SN shock wave and a molecular
cloud. This part is also the brightest region in non-thermal X-
rays and in TeV gamma rays. The match between the locations
of brightest emission suggests that the GeV emission is also
generated by the population of relativistic particles responsible
for the TeV gamma-ray and non-thermal X-ray emission.

The origin of the TeV gamma-ray emission from
RX J1713.7−3946 has been a matter of active debate (see
Zirakashvili & Aharonian 2010, and references therein). There
are two competing processes potentially responsible for the

68 GALPROP is a software package for calculating the diffuse Galactic
gamma-ray emission based on a model of cosmic-ray propagation in the
Galaxy. See http://galprop.stanford.edu/ for details and references.

7

→SEDと相補的に，加速効率・反作⽤効果
を検証したかった．

『偏光Hα』の『偏光⾓』を確認すれば，
all or nothingでCR加速による反作⽤効果
を制限できる！

Leptonic/Hadronic論争からの卒業．
SEDを使って，加速過程の詳細を理解
していきたい．

pCR + pISM → π0 → 2γ

Inverse Compton by e-

Cosmic ray modified shock polarimetry 2729

Figure 5. Radiative excitation rate for the transition from 1s to 3p (solid
lines) and total collisional excitation rate for the transitions from 1s
to 3s, 3p, and 3d (dots). The blue, red, and black lines indicate the
cases of no precursor (i), only an electron heating precursor (ii), and
the electron heating precursor with decelerated protons (iii), respectively.
The vertical thin lines at ntot, 0z ! −27 × 1015 cm−2 and ntot, 0z !
0 cm−2 indicate the locations of the precursor front and the shock front,
respectively.

total intensity of H α including all contributions such as collisional
excitation, radiative excitation, and cascades from higher levels (up
to 4f in our model). Almost all radiative excitation comes from the
absorption of Ly β, which populates nH, 3p. Fig. 5 shows the radiative
rate for the transition from 1s to 3p and the total collisional rate of
the transitions from 1s to 3s, 3p, and 3d. The radiative excitation
dominates over the collisional excitation in the upstream region
because the Lyman lines are trapped. Thus, in the upstream region,
most of H α photons arise from the Ly β–H α conversion. In this
paper, for calculating the Stokes Q of H α, we approximate that all
of the 3p-state hydrogen atoms arise from Ly β absorption. Hence,
we obtain

nH,3p = nH,3p3/2 + nH,3p1/2 ≈
(

1 +
f1s,3p1/2

f1s,3p3/2

)
nH,3p3/2 , (38)

where f1s,3p1/2 = 0.026381 and f1s,3p3/2 = 0.052761 are the oscil-
lator strengths for the transitions from 1s to 3p1/2 and to 3p3/2,
respectively (Wiese & Fuhr 2009). Since we suppose the optically
thin limit for H α, the Stokes I of the scattered H α is given by
I (s)
ν = j

3p3/2,2s
ν,0 L, where L is a path-length along the line of sight and

jk,j
ν,µ is the emissivity for the transition from k to j. Note that our

line of sight is fixed along the y-axis (µ = 0). Thus, we obtain the
normalization factor of the Rayleigh scattering as

NR =
hν
4π nH,3p3/2A3p,2sφ

3p,2s
ν,µ L

∫ 1
−1 I

(i)
ν,µ

(
17
16 − 3

16 µ2
)

dµ
. (39)

Here we estimate the intensity of Ly β in the scattering as

I (i)
ν,µ(z) = ILyβ

ν,µ (z)exp
[
−kν,µ(z)%z

|µ|

]
, (40)

where kν, µ is the absorption coefficient and ILyβ
ν,µ is the specific

intensity of Ly β. They are the outcome of the atomic population
calculations. The spatial resolution of our numerical calculation is
%z: kν, µ%z ! 0.08 at the far upstream region. The polarization

Figure 6. The polarization degree of H α. The blue, red, and black lines
indicate the cases of no precursor (i), only an electron heating precursor
(ii), and the electron heating precursor with decelerated protons (iii),
respectively. The vertical thin lines at ntot, 0z ! −27 × 1015 cm−2 and
ntot, 0z ! 0 cm−2 indicate the locations of the precursor front and the shock
front, respectively. Positive values correspond to polarization along the z-
axis, while negative values correspond to polarization along the x-axis. Note
that these results includes all of atomic levels and processes unlike the result
shown in Fig. 2.

degree of H α, finally, is written as

Q(s)
ν

Iν,0
=

NR
∫ 1

−1 I (i)
ν,µ

(
3
16 − 9

16 µ2
)

dµ

jν,0L

=
nH,3pA3p,2s

(
1 +

f1s,3p1/2
f1s,3p3/2

)−1

nH,3sA3s,2p + nH,3pA3p,2s + nH,3dA3d,2p

×
∫ 1

−1 ILy β
ν,µ e− kν,µ

|µ| %z
(

3
16 − 9

16 µ2
)

dµ
∫ 1

−1 I
Ly β
ν,µ e− kν,µ

|µ| %z
(

17
16 − 3

16 µ2
)

dµ
. (41)

Note that this polarization degree includes the effects of collisional
excitation, cascades from higher levels, and scattering in the case of
%j = 0 (transitions from 1s1/2 to 3p1/2 and subsequently to 2s1/2). In
particular, we assume that the precursor collisional excitation and
cascades yield completely unpolarized H α.

Fig. 6 shows the estimated polarization degree of H α in the
upstream region. Here the Stokes parameters are integrated over an
interval of frequency corresponding to the Doppler velocity range
−25 to 25 km s−1. As discussed in Section 2, the sign of Stokes
Q depends on the velocity modification. In the no precursor case
(i), the polarization degree is positive (!2 per cent) in the region
close to the shock front where the optical depth of Ly β is small.
Then, the polarization becomes negative at optical depth ∼1. Since
the Ly β radiated from the downstream region in the direction of
µ ≈ −1 (along the z-axis) is not so attenuated compared to that
radiated along µ ≈ 0, the ‘photon beam’ is elongated along the
z-axis, giving a negative polarization in the region distant from
the shock. Note that the polarization at z ! −5 × 1016 cm is
affected by the photon free escape boundary. On the other hand,
in the simple electron heating precursor case (ii), the polarization
degree is modest (!−1 per cent) in the precursor region. This is
because the electron heating precursor with no velocity modification
yields a uniform, isotropically emitting medium whose polarization
property is shown in Fig. 2. Note that the polarization degree
in front of the shock is !1 per cent in this case (the plots in
Fig. 6 overlap). In the modified shock case (iii), the polarization
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よろしくお願いします
名前：霜⽥治朗
所属：宇宙線研究所⾼エネルギー天体グループ特任助教

CRs
B-field

Turbulence
Star formation

宇宙線の起源と，宇宙における役割
をキーワードにして研究しています．

Magnetar?

１）銀河宇宙線の起源解明のための研究
２）宇宙線と星形成史の関係について
３）>100 EeV宇宙線の加速機構について
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→宇宙線起源問題
→少なくとも銀河の星形成活
動と関連する．
→宇宙線についてだけ考えて
いて，納得のいく答えが出せ
るのだろうか？
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Roles of Galactic Cosmic Rays258 Haywood: Galactic chemical evolution revisited

Fig. 2. Results from Snaith et al. (2014) Panel (a): [Si/Fe] vs age relation (black curve) as determined by
fitting a closed-box model to (inner disc) data from Adibekyan et al (2012) and Haywood et al. (2013; green
circles). Panel (b): The star formation history deduced from the fit in (a). Panel (c): Cumulative stellar
mass as a function of redshift for the MW from (b) compared to that of Milky Way-analog galaxies from
van Dokkum et al. (2013; black curve). Panel (d): [Si/Fe]-[Fe/H] chemical evolution track deduced from
the model. No fit is made. Tick marks indicate the age of the model. See Snaith et al. (2014) for details.

dial mixing in the sense defined by Sellwood
& Binney (2002). The present (lack of) ev-
idences have been discussed in Haywood et
al. (2013), and its worth summarizing them
here. Claims in favor of radial mixing are based
on the argument that, assuming a radial gradi-
ent of about -0.07dex/kpc, stars that are ⇠0.3
dex more metal-rich or metal-poor than the
mean solar vicinity metallicity (about -0.05
dex) must have come from farther distances
than 4kpc. If angular momentum conservation
is assumed, this would imply rotational veloc-
ities for migrating stars that are not seen on
solar vicinity stars. Therefore, it has been pro-
posed (Schönrich & Binney 2009) that some
mechanism as the one proposed by Sellwood
& Binney (2002) must be at work. There are
strong doubts that this reasonning is verified,
simply because stars that are 0.3 dex more
metal-poor or metal-rich than the solar vicinity

are massively present at just 2 kpc from the so-
lar orbit. If radial mixing was e↵ective across
the solar orbit, we would expect to see these
stars in important number, while they repre-
sent only a few percents at the solar vicinity.
The most recent data show that indeed, the lo-
cal (<2kpc) gradient is steep, with the mean
metallicity at R⇠10kpc being ⇠-0.3 dex, while
the APOGEE data show that the mean metal-
licity of the thin disk at R⇠7kpc is ⇠0.2 dex,
which implies in any case that the gradient is
steeper than ⇠ -0.12 dex/kpc. Note that a strong
gradient is in itself evidence against significant
mixing. The U dispersion measured on metal-
poor thin disk stars is of the order of 50km/s,
which is su�cient to ensure radial excursion
of the order of 2kpc, putting the solar vicinity
within reach of inner or outer disk stars of re-
quired metallicity during their radial epicycle
oscillation. Hence, as argued in Haywood et

The long-term SFR is 
regulated by the 
galactic wind driven 
by CRs.
→ Galaxy formation

Puzzling SFR
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Fig. 2. Results from Snaith et al. (2014) Panel (a): [Si/Fe] vs age relation (black curve) as determined by
fitting a closed-box model to (inner disc) data from Adibekyan et al (2012) and Haywood et al. (2013; green
circles). Panel (b): The star formation history deduced from the fit in (a). Panel (c): Cumulative stellar
mass as a function of redshift for the MW from (b) compared to that of Milky Way-analog galaxies from
van Dokkum et al. (2013; black curve). Panel (d): [Si/Fe]-[Fe/H] chemical evolution track deduced from
the model. No fit is made. Tick marks indicate the age of the model. See Snaith et al. (2014) for details.

dial mixing in the sense defined by Sellwood
& Binney (2002). The present (lack of) ev-
idences have been discussed in Haywood et
al. (2013), and its worth summarizing them
here. Claims in favor of radial mixing are based
on the argument that, assuming a radial gradi-
ent of about -0.07dex/kpc, stars that are ⇠0.3
dex more metal-rich or metal-poor than the
mean solar vicinity metallicity (about -0.05
dex) must have come from farther distances
than 4kpc. If angular momentum conservation
is assumed, this would imply rotational veloc-
ities for migrating stars that are not seen on
solar vicinity stars. Therefore, it has been pro-
posed (Schönrich & Binney 2009) that some
mechanism as the one proposed by Sellwood
& Binney (2002) must be at work. There are
strong doubts that this reasonning is verified,
simply because stars that are 0.3 dex more
metal-poor or metal-rich than the solar vicinity

are massively present at just 2 kpc from the so-
lar orbit. If radial mixing was e↵ective across
the solar orbit, we would expect to see these
stars in important number, while they repre-
sent only a few percents at the solar vicinity.
The most recent data show that indeed, the lo-
cal (<2kpc) gradient is steep, with the mean
metallicity at R⇠10kpc being ⇠-0.3 dex, while
the APOGEE data show that the mean metal-
licity of the thin disk at R⇠7kpc is ⇠0.2 dex,
which implies in any case that the gradient is
steeper than ⇠ -0.12 dex/kpc. Note that a strong
gradient is in itself evidence against significant
mixing. The U dispersion measured on metal-
poor thin disk stars is of the order of 50km/s,
which is su�cient to ensure radial excursion
of the order of 2kpc, putting the solar vicinity
within reach of inner or outer disk stars of re-
quired metallicity during their radial epicycle
oscillation. Hence, as argued in Haywood et
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“Puzzling” Star Formation History of MW

Current SFR: ~ 1 Msun/yr
Total gas mass: ~ 109 Msun

1. The gas should be depleted within ~ 1 Gyr !
2. Replenishment of gas is required.
3. Galactic halo (CGM) may be a dominant gas reservoir. 

Total mass of stars: ~ 4-6 x 1010 Msun

Ø From the current MW …

Total mass of DM: ~ 1012 Msun

Cf. Bland-Hawthorn & Gerhard 16, the Planck Collaboration 18

35

”Puzzling” Star Formation History
(in the context of the current Galactic disk condition)
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”Puzzling” Star Formation History
(the metal amount)

@ disk
SFR ~ 3 Mo/yr
Gas mass  ~ 109 Mo (Metallicity Zo ~ 0.01 → Metal mass ~ 107 Mo)
Salpeter IMF → Massive Star FR ~ 0.1 Mo/yr

Total Metal Mass Ejected by SNe
→ ~ (SFR) x (Massive Star fraction) x (CO core mass fraction) x (14 Gyr)

~ (3 Mo/yr) x (0.1) x (3 Mo/8 Mo) x (14 Gyr)
~ 1.6 x 109 Mo

~99 % of metals should be removed from the disk!
→ Persistent Outflow is required!
(SJ & Inutsuka 22, SJ, Inutsuka, & Nagashima 24, 
SJ & Asano 24)

Xing & Rix (2022, by Gaia)

Rapid grow
th

Plateau



Circum-Galactic Medium (CGM)
“Discovery” of hot, highly ionized 
medium around galaxies 
(Tumlinson+11, 17).

Ø OVI absorption line
à Tionized ~ 3 x 105 K, NOVI ~ 1014 cm-2

à Estimated total gas mass
~ 1010–1012 Msun

Missing Metals may be in the 
Galactic halo.
→ The Outflow is required.

150 kpc
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Essence

*Breitschwerdt+91 extended the pioneering work by Ipavich 75, and 
estimated that the mass loss rate due to the wind is  ~ 1 Msun/yr.
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B-field

flow
Radiative cooling → T < T_vir → wind never launching

CRs scattered by δB
→Momentum transferred to δB
→δB grows
→dissipation of δB
→Thermal gas heated

(e.g., Kulsrud 2005)

(Shapiro & Field 76)

Heating by CRs→ Comparable with Radiative cooling!

CR

δB

Outflow Model (SJ & Inutsuka 2022)
w/ Radiative cooling & CR diffusion
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*Breitschwerdt+91 extended the pioneering work by Ipavich 75, and 
estimated that the mass loss rate due to the wind is  ~ 1 Msun/yr.
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B-field

flow
Radiative cooling → T < T_vir → wind never launching

(Shapiro & Field 76)

Heating by CRs→ Comparable with Radiative cooling!

Outflow Model (SJ & Inutsuka 2022)
w/ Radiative cooling & CR diffusion

The reasonable physical parameters result 
in the comparable heating rate!



What is essence?

~ 4 Mo/yr by SNe & CRs
~ 7 Mo/yr

258 Haywood: Galactic chemical evolution revisited

Fig. 2. Results from Snaith et al. (2014) Panel (a): [Si/Fe] vs age relation (black curve) as determined by
fitting a closed-box model to (inner disc) data from Adibekyan et al (2012) and Haywood et al. (2013; green
circles). Panel (b): The star formation history deduced from the fit in (a). Panel (c): Cumulative stellar
mass as a function of redshift for the MW from (b) compared to that of Milky Way-analog galaxies from
van Dokkum et al. (2013; black curve). Panel (d): [Si/Fe]-[Fe/H] chemical evolution track deduced from
the model. No fit is made. Tick marks indicate the age of the model. See Snaith et al. (2014) for details.

dial mixing in the sense defined by Sellwood
& Binney (2002). The present (lack of) ev-
idences have been discussed in Haywood et
al. (2013), and its worth summarizing them
here. Claims in favor of radial mixing are based
on the argument that, assuming a radial gradi-
ent of about -0.07dex/kpc, stars that are ⇠0.3
dex more metal-rich or metal-poor than the
mean solar vicinity metallicity (about -0.05
dex) must have come from farther distances
than 4kpc. If angular momentum conservation
is assumed, this would imply rotational veloc-
ities for migrating stars that are not seen on
solar vicinity stars. Therefore, it has been pro-
posed (Schönrich & Binney 2009) that some
mechanism as the one proposed by Sellwood
& Binney (2002) must be at work. There are
strong doubts that this reasonning is verified,
simply because stars that are 0.3 dex more
metal-poor or metal-rich than the solar vicinity

are massively present at just 2 kpc from the so-
lar orbit. If radial mixing was e↵ective across
the solar orbit, we would expect to see these
stars in important number, while they repre-
sent only a few percents at the solar vicinity.
The most recent data show that indeed, the lo-
cal (<2kpc) gradient is steep, with the mean
metallicity at R⇠10kpc being ⇠-0.3 dex, while
the APOGEE data show that the mean metal-
licity of the thin disk at R⇠7kpc is ⇠0.2 dex,
which implies in any case that the gradient is
steeper than ⇠ -0.12 dex/kpc. Note that a strong
gradient is in itself evidence against significant
mixing. The U dispersion measured on metal-
poor thin disk stars is of the order of 50km/s,
which is su�cient to ensure radial excursion
of the order of 2kpc, putting the solar vicinity
within reach of inner or outer disk stars of re-
quired metallicity during their radial epicycle
oscillation. Hence, as argued in Haywood et
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Consequent star formation at the disk

ü Almost constant SFR
→ quasi steady-state
→ SFR ~ 7 Mo/yr – 4 Mo/yr ~ 3 Mo/yrCRは．．．

１）星形成率が『⼤きくなり過ぎない』ように調整する．
２）円盤部の⾦属が『溜まらない』ように調整する．

CRが無いと．．．
１）haloのガスが全部落ちてきて星形成しまくり，
地球の放射線量が~100倍に増える．⽣命滅亡？
２）惑星・⽣命の素となる⾦属量が増える．銀河
に⽣命が溢れる？



Fermi Bubble & eROSITA Bubble
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Outflow:
T ~ 0.1 keV (~virial temp. of the MW)

→eROSITA bubble is consistent with this expectation.

Breitschwerdt+91

Predehl+20



Galactic Wind Scenario (SJ&Asano 24)

Predehl+20

*Hadronic γ-ray scenario

銀河進化を説明するだけの銀河⾵がCRで駆動したと考えるだけで
も，Fermi bubbleやeROSITA bubbleを再現しうる．
→ガンマ線やX線観測は，⾼エネルギー宇宙物理学だけでなく，
『宇宙の星形成史』も研究対象にできる．

pcr+ pgas → 2γ, ν

6 Shimoda & Asano

Figure 4. The intensity sky maps of the hadronic gamma-
ray and X-ray observed from (R, z) = (8.5 kpc, 0 kpc).
The contour shows the 1 GeV gamma-ray intensity
(photon cm�2 s�1 str�1) increasing by 0.25⇥10�6 from 0 to
3⇥10�6. The red contours indicate the intensity larger than
0.5⇥10�6. The color shows the X-ray intensity under the as-
sumed emissivity of nw⇤/4⇡ where ⇤ = 10�23 erg cm3 s�1.
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where m⇡ = 140 MeV is the pion mass, �h ⇠ 10�26 cm2

is the cross-section, D is the path length, and we use
ncr ⇠ ecr/mpc

2. The estimated and numerically com-
puted J� at E� =1 GeV are consistent with the ob-
served intensities (e.g., Ackermann et al. 2014). Note
that J� / ⌃̇sf

2 in our model and the neutrino emission
with an intensity of ⇠ 0.1 J� is also expected.
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Figure 5. The surface brightness profile of the 1 GeV
hadronic gamma-ray observed from (R, z) = (8.5 kpc, 0 kpc).
Each profile is averaged on the ranges of the Galactic latitude
shown in the legend.

Figure 5 shows the surface brightness profile of
the hadronic gamma-ray averaged on the Galac-
tic latitude ranges of 10� < b < 20�, 20� < b < 30�,
30� < b < 40�, and 40� < b < 50� (see, Figure 23 of
Ackermann et al. 2014, for a comparison). The
observed profile of the FBs at each b range rises
from |l| ' 20� and flattens at |l| . 20� with the
intensity of ⇠ 0.5 ⇥ 10�6 ph cm�2 s�1 sr�1 GeV�1.
The dissipated case shows a good agreement with
the observation, while the co-rotating halo case
shows a shallower profile respecting l than the
observation. Thus, to explain the FBs, the dissi-
pated case is favored.
Figure 6 shows the surface brightness of the 1 GeV

hadronic gamma-ray from the disk (|b| < 5�). The
amount of CRs and hadronic gamma-ray brightness
at the disk are consistent with the observations (e.g.,
Strong et al. 2004; Ackermann et al. 2012).
Figure 7 shows the surface brightness profiles

of the thermal X-ray at the Galactic latitudes of
b = 40�, b = 50�, and b = 60� (see, Predehl et al.
2020, for a comparison). The observed surface

>0.5e-6 ph/cm2/s/str
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Figure 4. The intensity sky maps of the hadronic gamma-
ray and X-ray observed from (R, z) = (8.5 kpc, 0 kpc).
The contour shows the 1 GeV gamma-ray intensity
(photon cm�2 s�1 str�1) increasing by 0.25⇥10�6 from 0 to
3⇥10�6. The red contours indicate the intensity larger than
0.5⇥10�6. The color shows the X-ray intensity under the as-
sumed emissivity of nw⇤/4⇡ where ⇤ = 10�23 erg cm3 s�1.
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where m⇡ = 140 MeV is the pion mass, �h ⇠ 10�26 cm2

is the cross-section, D is the path length, and we use
ncr ⇠ ecr/mpc

2. The estimated and numerically com-
puted J� at E� =1 GeV are consistent with the ob-
served intensities (e.g., Ackermann et al. 2014). Note
that J� / ⌃̇sf

2 in our model and the neutrino emission
with an intensity of ⇠ 0.1 J� is also expected.
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Figure 5. The surface brightness profile of the 1 GeV
hadronic gamma-ray observed from (R, z) = (8.5 kpc, 0 kpc).
Each profile is averaged on the ranges of the Galactic latitude
shown in the legend.

Figure 5 shows the surface brightness profile of
the hadronic gamma-ray averaged on the Galac-
tic latitude ranges of 10� < b < 20�, 20� < b < 30�,
30� < b < 40�, and 40� < b < 50� (see, Figure 23 of
Ackermann et al. 2014, for a comparison). The
observed profile of the FBs at each b range rises
from |l| ' 20� and flattens at |l| . 20� with the
intensity of ⇠ 0.5 ⇥ 10�6 ph cm�2 s�1 sr�1 GeV�1.
The dissipated case shows a good agreement with
the observation, while the co-rotating halo case
shows a shallower profile respecting l than the
observation. Thus, to explain the FBs, the dissi-
pated case is favored.
Figure 6 shows the surface brightness of the 1 GeV

hadronic gamma-ray from the disk (|b| < 5�). The
amount of CRs and hadronic gamma-ray brightness
at the disk are consistent with the observations (e.g.,
Strong et al. 2004; Ackermann et al. 2012).
Figure 7 shows the surface brightness profiles

of the thermal X-ray at the Galactic latitudes of
b = 40�, b = 50�, and b = 60� (see, Predehl et al.
2020, for a comparison). The observed surface
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Figure 4. The intensity sky maps of the hadronic gamma-
ray and X-ray observed from (R, z) = (8.5 kpc, 0 kpc).
The contour shows the 1 GeV gamma-ray intensity
(photon cm�2 s�1 str�1) increasing by 0.25⇥10�6 from 0 to
3⇥10�6. The red contours indicate the intensity larger than
0.5⇥10�6. The color shows the X-ray intensity under the as-
sumed emissivity of nw⇤/4⇡ where ⇤ = 10�23 erg cm3 s�1.
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where m⇡ = 140 MeV is the pion mass, �h ⇠ 10�26 cm2

is the cross-section, D is the path length, and we use
ncr ⇠ ecr/mpc

2. The estimated and numerically com-
puted J� at E� =1 GeV are consistent with the ob-
served intensities (e.g., Ackermann et al. 2014). Note
that J� / ⌃̇sf

2 in our model and the neutrino emission
with an intensity of ⇠ 0.1 J� is also expected.
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Figure 5. The surface brightness profile of the 1 GeV
hadronic gamma-ray observed from (R, z) = (8.5 kpc, 0 kpc).
Each profile is averaged on the ranges of the Galactic latitude
shown in the legend.

Figure 5 shows the surface brightness profile of
the hadronic gamma-ray averaged on the Galac-
tic latitude ranges of 10� < b < 20�, 20� < b < 30�,
30� < b < 40�, and 40� < b < 50� (see, Figure 23 of
Ackermann et al. 2014, for a comparison). The
observed profile of the FBs at each b range rises
from |l| ' 20� and flattens at |l| . 20� with the
intensity of ⇠ 0.5 ⇥ 10�6 ph cm�2 s�1 sr�1 GeV�1.
The dissipated case shows a good agreement with
the observation, while the co-rotating halo case
shows a shallower profile respecting l than the
observation. Thus, to explain the FBs, the dissi-
pated case is favored.
Figure 6 shows the surface brightness of the 1 GeV

hadronic gamma-ray from the disk (|b| < 5�). The
amount of CRs and hadronic gamma-ray brightness
at the disk are consistent with the observations (e.g.,
Strong et al. 2004; Ackermann et al. 2012).
Figure 7 shows the surface brightness profiles

of the thermal X-ray at the Galactic latitudes of
b = 40�, b = 50�, and b = 60� (see, Predehl et al.
2020, for a comparison). The observed surface



JWST bubbles: Hints for 10 pc-1 kpc physics/phenomena?

NGC 628: SFR~1.7 Mo/yr (MWとコンパラ)
＞3000個のバブルが⾒つかってはいる。これの
サイズ分布は説明されていない

バブルを縁取るよ
うに星形成領域が
分布している．
Inutsuka+15の星
形成・物質循環描
像と整合的．
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Figure 4. The intensity sky maps of the hadronic gamma-
ray and X-ray observed from (R, z) = (8.5 kpc, 0 kpc).
The contour shows the 1 GeV gamma-ray intensity
(photon cm�2 s�1 str�1) increasing by 0.25⇥10�6 from 0 to
3⇥10�6. The red contours indicate the intensity larger than
0.5⇥10�6. The color shows the X-ray intensity under the as-
sumed emissivity of nw⇤/4⇡ where ⇤ = 10�23 erg cm3 s�1.
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where m⇡ = 140 MeV is the pion mass, �h ⇠ 10�26 cm2

is the cross-section, D is the path length, and we use
ncr ⇠ ecr/mpc

2. The estimated and numerically com-
puted J� at E� =1 GeV are consistent with the ob-
served intensities (e.g., Ackermann et al. 2014). Note
that J� / ⌃̇sf

2 in our model and the neutrino emission
with an intensity of ⇠ 0.1 J� is also expected.
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Figure 5. The surface brightness profile of the 1 GeV
hadronic gamma-ray observed from (R, z) = (8.5 kpc, 0 kpc).
Each profile is averaged on the ranges of the Galactic latitude
shown in the legend.

Figure 5 shows the surface brightness profile of
the hadronic gamma-ray averaged on the Galac-
tic latitude ranges of 10� < b < 20�, 20� < b < 30�,
30� < b < 40�, and 40� < b < 50� (see, Figure 23 of
Ackermann et al. 2014, for a comparison). The
observed profile of the FBs at each b range rises
from |l| ' 20� and flattens at |l| . 20� with the
intensity of ⇠ 0.5 ⇥ 10�6 ph cm�2 s�1 sr�1 GeV�1.
The dissipated case shows a good agreement with
the observation, while the co-rotating halo case
shows a shallower profile respecting l than the
observation. Thus, to explain the FBs, the dissi-
pated case is favored.
Figure 6 shows the surface brightness of the 1 GeV

hadronic gamma-ray from the disk (|b| < 5�). The
amount of CRs and hadronic gamma-ray brightness
at the disk are consistent with the observations (e.g.,
Strong et al. 2004; Ackermann et al. 2012).
Figure 7 shows the surface brightness profiles

of the thermal X-ray at the Galactic latitudes of
b = 40�, b = 50�, and b = 60� (see, Predehl et al.
2020, for a comparison). The observed surface

泡だらけ



Nature | Vol 601 | 20 January 2022 | 335

Bubble, whereas its left-hand side consists of clouds in the Radcliffe 
Wave, well beyond the leftward wall of the Local Bubble. The Local 
Bubble lies at the closest distance between the Radcliffe Wave and the 
Split, with most of the dense gas at its surface co-spatial with these two 
kiloparsec-scale features.

We use measurements of the 3D positions and motions of stellar 
clusters to reconstruct the star formation history near the Local Bub-
ble. We rely on curated samples of young stars from the literature, as 
summarized in Extended Data Table 1. Our sample includes: clusters 
associated with star-forming regions on the surface of the bubble 
(Taurus, Ophiuchus, Lupus, Chamaeleon and Corona Australis), older 
members of the Sco-Cen association (Upper Centaurus Lupus (UCL), 
Lower Centaurus Crux (LCC) and Upper Scorpius) up to a maximum 
age of 20 Myr; and clusters in known star-forming regions along the 
Radcliffe Wave and the Split but beyond the boundaries of the Local 
Bubble itself (Perseus, Serpens and Orion).

As described in the Methods, we derive the ‘tracebacks’ of stellar 
clusters associated with the Local Bubble and related structures.  
The current 3D space motions of the young stellar clusters are shown 
as cones in Supplementary Fig. 1 with the apex of the cone pointing in 
the direction of motion. Previous research has shown that the 3D space 
motions of the youngest clusters (≲3 Myr) can be considered probes 
of the 3D space motions of the parental gas clouds in which they were 
born17. Using the young stars’ motions to trace cloud motion, we see 
that not only do all star-forming clouds presently observed within 
200 pc lie on the surface of the Local Bubble, but they also show strong 
evidence of outward expansion, primarily perpendicular to the bub-
ble’s surface. Tracebacks of the clusters’ motions over the past 20 Myr 

point to the likely origin of the Local Bubble—presumably the region 
where the supernovae driving the bubble went off. The clear implica-
tion of the observed geometry and motions is that all of the well-known 
star-forming regions within 200 pc of the Sun formed as gas was swept 
up by the Local Bubble’s expansion.

Supplementary Fig. 1 also includes a model for Gould’s Belt18, 
which illustrates that much of the motion previously attributed 
to the expansion of the assumed Gould’s Belt19 is instead probably 
due to the expansion of the Local Bubble. Recent work using com-
plementary catalogues of young stars bolster this interpretation, 
finding evidence that the Sco-Cen stellar association—a key anchor 
of the Gould Belt—has an arc-like morphology consistent with recent 
sequential star formation, which we now know to be triggered by 
the Local Bubble20.

A full animation of the stellar tracebacks is provided in Fig. 2 (Sup-
plementary Fig. 2). In the static version, we show select snapshots at 
−16 Myr, −15 Myr, −14 Myr, −10 Myr, −6 Myr, −2 Myr and the present day. 
We observe multiple epochs of star formation, with each generation 
of stars consistent with being formed at the edge of the Local Bubble’s 
expanding shell. We find that 15–16 Myr ago, the UCL and LCC clusters 
in the Sco-Cen stellar association were born about 15 pc apart, and that 
the Bubble itself was probably created by supernovae whose surviving 
members belong to these clusters.

On the basis of the amount of momentum injection required by 
supernovae to sweep up the total mass of the shell (1.4 × 10−0.62

+0.65 6 M☼) 
given its present-day expansion velocity (6.7 km s )−0.4

+0.5 −1 , we estimate 
that 15−7

+11 supernovae were required to form the Local Bubble (Methods). 
Through an analysis of their existing stellar membership and an 
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Fig. 1 | A 3D spatial view of the solar neighbourhood. For the best experience, 
please view the online 3D interactive version available in Supplementary Fig. 1. 
a, A top-down projection of star-forming regions on the surface of the Local 
Bubble, whose young stars show motion mainly perpendicular to its surface. 
The surface of the Local Bubble13 is shown in purple. The short squiggly 
coloured lines (or ‘skeletons’) demarcate the 3D spatial morphology of dense 
gas in prominent nearby molecular clouds11. The 3D arrows indicate the 
positions of young stellar clusters, with the apex of the arrow’s cone pointing in 
the direction of stellar motion. Clusters are colour-coded by longitude, as in 
Extended Data Table 1. The Sun is marked with a yellow cross. The enlargement 
to the lower right shows a close-up of Ophiuchus, Pipe, Lupus and Corona 

Australis on the bubble’s surface, along with arrows illustrating the outward 
motion of their young stellar clusters. b, A 3D view of the relationship between 
the Local Bubble, prominent nearby star-forming regions and Galactic 
structure. The Local Bubble and cloud skeletons are the same as in a. We also 
overlay the morphology of the 3D dust (grey blobby shapes9) and the models 
for two Galactic scale features—the Radcliffe Wave (red)16 and the Split (blue)10. 
The Per-Tau Superbubble15 (green sphere) is also overlaid. The interactive 
version offers views from any direction (not just top-down), provides floating 
labels for star-forming regions and includes additional layers (some not shown 
in this snapshot), which can be toggled on/off.

★

Solar system

closeup

300 pc

*Local bubble* around the solar systemZucker et al. 2022

我々はLocal Bubbleという*泡*の中で暮らしている．
→⼀般的には，複数回のSNeで形成されたと考え
られている．

・宇宙線・ガンマ線？
星形成は~1-10 Myrで進⾏する．
宇宙線の銀河円盤部平均滞在時間は~1-10 Myr．

宇宙線の組成等への影響は？
実際の（近傍）星形成史は？

＊300 pcというのは，銀河円盤の厚みと同程度．
~1-10 Myrかけないと円盤上空⽅向に逃⾛できないなら，『逃げ遅れている』奴らが
その辺にそれなりに居らっしゃる？



Star formation near the Sun is driven 
by expansion of the Local Bubble 
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adopted initial mass function, previous studies agree that UCL and 
LCC have produced 14–20 supernovae over their lifetimes6,7,21. However, 
previous work6,7 also claims that UCL and LCC formed outside the 
present-day boundary of the Local Bubble, only entering its interior 
in the past few megayears, inconsistent with an argument that they are 
the progenitor population. By adopting new Gaia EDR3 estimates of 
the clusters’ 3D velocities, better orbit integration and a more accurate 
value for the Sun’s peculiar motion, we find that UCL and LCC indeed 
coincide with the centre of the bubble at its birth, lying just interior to 
its inner surface in the present day, thereby resolving this discrepancy. 
We explain the inconsistency between the stellar tracebacks for UCL 
and LCC proposed in this work and those from previous work in more 
detail in the Methods6,7.

Under the assumption that each star-forming molecular cloud 
formed because of the shell’s expansion—powered by UCL and LCC 
near its centre—we fit for the temporal and radial evolution of the 
Local Bubble by building on recent analytic frameworks22. As described 
in the Methods, our idealized, spherical shell expansion model fits for 
the age of the Local Bubble, the duration between supernova explo-
sions powering its expansion, and the ambient density of the interstel-
lar medium before the first explosion. We find that an age of 
14.4−0.8

+0.7 Myr, a time between supernova explosions of 1.1−0.4
+0.6 Myr and 

an ambient density of 2.7−1.0
+1.6 cm−3 provides the best-fit to the dynam-

ical tracebacks. This best-fit model for the Local Bubble’s expansion 
is also shown in Fig. 2 (static version) and Supplementary Fig. 2 (inter-
active version).

Taurus ‘Young’,
ρ Ophiuchus ‘Young’,
Chamaeleon and  
Lupus born

NOW

–16 Myr

–15 Myr

–14 Myr

–10 Myr
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START

UCL born

LCC
born

SNe in
UCL/LCC

make bubble

Taurus ‘Old’ and
Corona Australis
born

Upper Scorpius and
ρ Ophiuchus ‘Old’

born

Fig. 2 | The evolution of the Local Bubble and sequential star formation at 
the surface of its expanding shell. Selected time snapshots (seen from a 
top-down projection) are shown here. For a full time-sequence, viewable from 
any angle (not just top-down), see the online 3D interactive version 
in Supplementary Fig. 2. The central figure shows the present day. Stellar 
cluster tracebacks are shown with the coloured paths. Before the cluster birth, 
the tracebacks are shown as unfilled circles meant to guide the eye, since our 
modelling is insensitive to the dynamics of the gas before its conversion into 

stars. After the cluster birth, the tracebacks are shown with filled circles and 
terminate in a large dot, which marks the cluster’s current position. For time 
snapshots ≤14 Myr ago, we overlay a model for the evolution of the Local Bubble 
(purple sphere), as derived in the Methods. The position of the local standard 
of rest (LSR) corresponds to the centre of each panel. A more detailed overview 
of this evolutionary sequence, including the birth positions of all clusters, is 
provided in Extended Data Table 2. The solar orbit is shown in yellow and 
indicates that the Sun entered the Local Bubble approximately 5 Myr ago.

UCL = Upper Centaurus Lupus
LCC = Lower Centaurus Crux
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studies have found about a dozen Herbig-Haro objects
(Wilking et al. 1997 ; Whitney, & Wood 1998).Go! mez,
Other jets are undoubtedly hidden by the high visual extinc-
tion.

Chen et al. (1997) compiled data for 74 stars and obtained
bolometric luminosities by integrating near-infrared
(Greene & Young 1992) and optical (Herbig & Bell 1988)
photometry. Unfortunately, they could assign spectral types
to only 24 objects located in the periphery of the dark cloud.
For such an embedded cluster, near-infrared spectroscopy
o†ers the best means for obtaining spectral types and e†ec-
tive temperatures. Following the earlier study by Greene &
Meyer (1995), Luhman & Rieke (1999) have employed spec-
troscopy in the K band to study 98 stars in the central
region of L1688, an area about 2 pc in diameter. They
estimated stellar luminosities by applying a bolometric cor-
rection to the dereddened J-band Ñuxes.

Figure 3a shows the distribution in the H-R diagram of
72 stars from this group. Here we have omitted all objects
that Luhman & Rieke judged to be foreground or back-
ground stars or that had uncertain spectral types. Evidently,

the population is distributed rather uniformly below the
birth line, with several members hovering close to the
brown dwarf regime. The age histogram of Figure 3b indi-
cates a slow onset of star formation about 5 ] 106 yr ago
and a sharp rise within the past 1 ] 106 yr.4

How are these results a†ected by the sensitivity of the
near-infrared observations? The stars investigated by
Luhman & Reike represent a magnitude-limited population
in the L1688 core. They judge this sample to be complete
down to a dereddened K magnitude of 11 for sources with
H[K \ 2 mag, corresponding to an extinction A

K
\ 3.

Equivalently, they have detected all such sources with
where this limit holds to the latest spectralL * Z 0.1 L

_
,

type seen (M6). They conclude that their observations are
complete to However, the core of L1688M* \ 0.1 M

_
.

4 Nine stars in the Luhman & Rieke sample are among the ROSAT
sources discussed by Bouvier & Appenzeller (1992). As a whole, the
ROSAT group is older than the L1688 population analyzed here.
However, the nine stars in question have an age distribution consistent
with Fig. 3b.

FIG. 3.ÈH-R diagrams and age distributions for o Ophiuchi and Upper Scorpius. Isochrones are the same as in Fig. 1. For o Ophiuchi, the evolutionary
tracks correspond to 0.1, 0.2, 0.4, 0.6, 0.8, 1.0, 1.2, 1.5, 2.0, 2.5, 3.0, 3.5, 4.0, and 5.0 For Upper Scorpius, we also show the track for 6.0 The two solidM

_
. M

_
.

curves in the upper part of the H-R diagram represent the postÈmain-sequence isochrones of Schaller et al. (1992) for t \ 2 ] 106 yr and 1 ] 107 yr.

OB association

Palla & Stahler 2000

Salpeter IMFだと，~50-100個に1つくらい⼤質量星

過去~10 Myr以内に，星団形成が複数回起こった事を⽰唆する．
星団形成は⼤質量星の形成により終了する?
(c.f. Hosokawa & Inutsuka 07, Inutsuka+12)
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CRは~ 1-10 Myrくらいdiskに留まると推定されている．
我々が現在観測しているCRのうち，
1. 近所の星形成由来のものは結構ある？
2. それとも，さっさと逃げてマイナー？

NUCLEAR ASTROPHYSICS

60Fe and 244Pu deposited on Earth constrain the
r-process yields of recent nearby supernovae
A. Wallner1,2*, M. B. Froehlich1, M. A. C. Hotchkis3, N. Kinoshita4, M. Paul5, M. Martschini1†,
S. Pavetich1, S. G. Tims1, N. Kivel6, D. Schumann6, M. Honda7‡, H. Matsuzaki8, T. Yamagata8

Half of the chemical elements heavier than iron are produced by the rapid neutron capture process
(r-process). The sites and yields of this process are disputed, with candidates including some types of
supernovae (SNe) and mergers of neutron stars. We search for two isotopic signatures in a sample
of Pacific Ocean crust—iron-60 (60Fe) (half-life, 2.6 million years), which is predominantly produced in
massive stars and ejected in supernova explosions, and plutonium-244 (244Pu) (half-life, 80.6 million
years), which is produced solely in r-process events. We detect two distinct influxes of 60Fe to Earth in
the last 10 million years and accompanying lower quantities of 244Pu. The 244Pu/60Fe influx ratios are
similar for both events. The 244Pu influx is lower than expected if SNe dominate r-process
nucleosynthesis, which implies some contribution from other sources.

A
ll naturally occurring nuclides heavier
than iron are produced in stellar envi-
ronments, almost exclusively by nuclear
processes involving the successive cap-
tures of neutrons to build up heavier

masses. About half of these nuclides are syn-
thesized slowly as a by-product of steady
stellar fusion. The other half, including all
actinide elements, require a very short but
intense flux of neutrons, resulting in a rapid
neutron capture process (r-process). The sites
and yields of the r-process remain a topic of
debate (1–6). It is expected to occur in ex-
plosive stellar environments such as certain
types of supernovae (SNe) or neutron-star
mergers (NSMs), the latter of which has been
supported by observations of the gravitational-
wave event GW170817 (7). The abundance pat-
terns of r-process nuclides can be used to
constrain the production site. Radioactive
isotopes (radionuclides) provide additional
time information resulting from their decay
over time following their synthesis. Such radio-
nuclides should be scattered through the inter-
stellar medium (ISM) and could be deposited
on Earth.
The Solar System (SS) is located inside a

large ISM structure [the Local Superbubble

(LB)] that was shaped by supernova (SN)
explosions during the last ~12 million years
(Myr) (8). Earth has therefore been exposed
to both ejecta from the SNe and swept-up
interstellar material that traversed the SS
during this time period (9, 10). Dust particles
from the ISM pass through the SS (11) and

contain nucleosynthetic products of stellar
events (e.g., stellar winds and SNe) (10, 12, 13).
Earth’s initial abundance of the 60Fe radio-
nuclide [half-life (t1/2) = 2.6 Myr (14, 15)] has
decayed to extinction over the 4.6 billion years
(Gyr) since the SS’s formation. 60Fe, however,
is produced in massive stars and ejected in SN
explosions. Evidence for the deposition of ex-
traterrestrial 60Fe on Earth has been found in
deep-sea geological archives dated to between
1.7 and 3.2 million years ago (Ma) (16–20), at
recent times (21, 22), and possibly also around
7 Ma (19). 60Fe has also been detected in lunar
samples (23), in astronomical observations
of gamma rays associated with its radioactive
decay (24), and in galactic cosmic rays (25).
SN activity in the last ~2 Myr is suggested by
an excess in the local cosmic-ray spectrum
(26). Other radionuclides are also produced
and ejected in such explosions (9, 27–30). If
substantial r-process nuclei are produced in
SNe this would also have enriched the local
ISM with actinides, such as 244Pu. With a half-
life of 80.6 Myr, 244Pu is much longer lived
than 60Fe, so it can be contributed by older
r-process events, not limited to those that
formed the LB. Either as part of the SN direct
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Fig. 1. Influx of interstellar 60Fe and 244Pu.
(A) 60Fe incorporation rates for Crust-3. The data
(red points) have been decay corrected, and each
layer is equivalent to 400 thousand years. The
absolute ages have an uncertainty of ~0.3 to
0.5 Myr (27). (B) 244Pu incorporation rates for the
three layers after subtraction of the anthropogenic
244Pu fraction (27). (C) 244PuISM/

60Fe number
ratio in the crust sample with layers 1 and 2
combined (horizontal solid lines with shaded error
bars). All error bars show 1s Poisson statistics.

Fig. 2. Measured Pu isotope ratios and compari-
son with global fallout values. (A and B)
Variations of the measured 240Pu/239Pu ratio (A)
and the 244Pu/239Pu ratio (B) across the three
layers (solid red lines). The dashed red lines and
gray shading indicate 1s uncertainties. The blue
shaded area and solid line represent the expected
ratios for Pu from nuclear weapons fallout (27).
240Pu/239Pu remains constant across the three
layers, whereas 244Pu/239Pu is enhanced in the
deeper (older) layers. We attribute the excess
above anthropogenic (anthr) levels to extra-
terrestrial 244Pu. Equivalent data for 241Pu/239Pu
are shown in fig. S4.
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Hint 1: 短寿命核⼦60Fe (half-life, 2.6 Myr)＠Pacific Ocean crust

~10 Myr前に60Feが太平洋沖に⾶来した?
（*Zucker⽒の講演では”consistent”と喜んでいた）
→それなりの注⼊があったと⾒なすのは良さそう．
→CR輸送が気になる

Wallner+21



Cosmic Rays

Hint 2: 宇宙線短寿命核⼦60Fe (half-life, 2.6 Myr)

現在も60Feが宇宙線として観測されている．
59Niの観測とOB associationのモデリングか
ら，元素合成と加速の時間差が

100 kyr < T < several Myr
であって欲しいらしい．
早すぎてもダメ？59Ni half-life, 76 kyr

time except for intense solar-active periods, last-
ing for a few days each, when large fluxes of solar
energetic particles exceeded the CRIS trigger
rate capability. The instrument (Fig. 1A) uses a
scintillating fiber hodoscope to determine par-
ticle trajectory and four stacks of silicon solid-
state detectors to measure the energy loss (DE)
and the total energy of cosmic-ray nuclei stopping
in a detector stack. These measurements are used
to identify particle charge, mass, and energy per
nucleon (5). Data illustrating this method are
shown in Fig. 1B, where we plot the energy loss
(DE) versus the residual energy of nuclei stopping
within a silicon detector. The elements are clearly
separated into bands, and within an element
band, subbands corresponding to the element’s
isotopes are evident.
Figure 2A is a mass histogram of the observed

iron nuclei that entered the CRIS instrument
through the scintillating optical fibers, pene-
trated the silicon detectors E1 through E3, and
stopped in silicon detectors E4 through E8.
These data were collected for 6142 days from
4 December 1997 to 27 September 2014. They
have been selected for consistency among mass
calculations using different detector combina-
tions to reject nuclei that interacted within the
instrument and other spurious events, as well
as selections related to event quality (14).

Abundance of 60Fe

Clear peaks are seen formasses from54 to 58 amu
(atomicmass units), with the exception of 57 amu,
which is a shoulder on the 56 amu distribution.
To the right of the 58 amu peak are 15 60Fe nuclei

collected over this period, clearly separated from
58Fe and located where 60Fe should fall. These
15 events have ameanmass estimate of 60.04 amu
and a standard deviation from themean of 0.28 ±
0.05 amu, consistent with the 0.245 ± 0.001 amu
measured for 56Fe. The number of 56Fe nuclei in
this plot is 2.95 × 105, obtained from a Gaussian

fit, and the total number of iron nuclei is 3.55 ×
105. We have performed a number of tests to
confirm that the 15 events are not a tail on the
muchmore abundant 58Fe distribution and have
verified that in all respects tested, these events
are not unusual (supplementary text and figs. S2
to S6). The strongest argument that they are 60Fe

678 6 MAY 2016 • VOL 352 ISSUE 6286 sciencemag.org SCIENCE

Fig. 1. CRIS instrument and data sample. (A) A cross-section drawing (not
to scale) of the CRIS instrument is shown. There are four x,y planes of fibers;
the top plane provides a trigger signal and the next three planes (x1y1,x2y2,
x3y3) provide the trajectory. Beneath the fibers are four stacks of 15, 3-mm-
thick silicon detectors (two stacks are visible in this side view). The central
active regions of the silicon detectors are shown in blue, and guard rings used
to veto side-exiting particles are in green.The detectors are grouped so that up
to nine energy-loss signals (E1 to E9) are obtained for each particle entering

one of the detector stacks.We use the dE/dx versus residual energy technique
to determine the atomic number (Z), mass (A), and energy (E), of each cosmic
ray. (B) Cross-plot of the sumof scaled energy lossesof cosmic rays in detectors
E1, E2, and E3 on the y axis versus the scaled energy loss in E4 on the x axis for
a sample of particles stopping in E4, with both energies scaled by (sec q)–1/1.7,
where q is the angle of incidence through the instrument. Clear “bands” are
seen for each element extending from calcium through nickel.Within some of
the element bands, traces for individual isotopes of that element can be seen.

Fig. 2. Mass histograms of the observed iron and cobalt nuclei. (A) The mass histogram of iron
nuclei detected during the first 17 years in orbit is plotted. Clear peaks are seen for masses 54, 55, 56,
and 58 amu, with a shoulder at mass 57 amu. Centered at 60 amu are 15 events that we identify as the
very rare radioactive 60Fe nuclei.There are 2.95× 105 events in the 56Fe peak. From these data,we obtain
an 60Fe/56Fe ratio of (4.6 ± 1.7) × 10−5 near Earth and (7.5 ± 2.9) × 10−5 at the acceleration source. (B) The
mass histogram of cobalt isotopes from the same data set are plotted. Note that 59Co in (B) has roughly
the same number of events as are in the 58Fe peak in (A).There is only a single event spaced two mass
units to the right of 59Co,whereas there are 15 events in the location of 60Fe,which is twomass units from
58Fe.This is a strong argument thatmost of the 15 nuclei identified as 60Fe are really 60Fe, and not a tail of
the 58Fe distribution.
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Ultra-Heavy Cosmic-Ray Analysis with CALET Wolfgang V. Zober

Figure 2: Solar System (SS) [2] and Galactic cosmic-ray (GCR) relative abundances at 2 GeV/nuc. Red line
depicts average GCR data, sourced for 1Z2 from [3], Z=3 from [4], 4Z28 from [5], and 16Z56
from [6] normalized to 14Si. Grey dots depict overlapping measurements from [5] and [6].

2. Ultra-Heavy Cosmic Rays

The measurement of ultra-heavy cosmic rays (UHCR), 30Zn and higher charge elements,
provides insight into the origins of cosmic rays. In Fig. 2, the relative abundances of cosmic rays
elements (1  Z  56) with energies of 2 GeV/nucleon are compared to the Solar System (SS)
abundances normalized to 14Si. These two samples of galactic matter are nominally consistent, with
most of the differences accounted for by cosmic ray spallation between source and detection and by
acceleration efficiencies. In the cosmic rays we see that 26Fe is⇠5⇥103 times less abundant than 1H,
and that the UHCR with charges 30Z40 are ⇠105 times less abundant than 26Fe. Single-element
resolution UHCR measurements have so far only been made by a small number of instruments. For
balloon borne measurements these go up to 40Zr by TIGER [7] and up to 56Ba by SuperTIGER [8]
at GeV/nuc energies, while the single element space based measurements only go up to 38Zr by the
ACE-CRIS [14] instrument at hundreds of MeV/nuc.

These experiments find that UHCR composition shows enhancement in material produced in
massive stars, both from stellar outflows during the stars’ lives and in the ejecta from supernovae.
This suggests that a significant fraction of the cosmic rays may originate in OB associations, which
is where the majority of supernovae that are believed to accelerate the galactic cosmic rays occur.
The fact that the cosmic-ray source appears to be enhanced in massive star material compared to SS
would suggest that UHCR observations can help constrain the relative contributions of supernovae

3
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Cosmic Rays

Hint 3: Low-Energy CR (↓protons)

⼈類史上初めて確認
した太陽系外のCR 
by Voyager I
(Cummings+16)

https://matisse.web.cern.ch/science.html

Voyager Iが検出した<1 GeVのCR fluxは，多い？少ない？
少なくとも地球で測ったCRのエネルギー密度~1 eV/ccは，ISMの平均値と同程度．
→CRと背景流体を同時に考える*CR-hydro*で計算する（New!）
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Hydrodynamics (thermal plasma) Cosmic Ray Transport

流体とCRを同時に解いて，⾮線形効果やガ
スの冷却・熱伝導など諸々全部取り扱い，
銀河系滞在時間~10 Myrの進化を追跡する．
＊CR分布関数を解くのが特に新しい．
＊空間１次元にして必要な解像度を確保した．



Heats the gas

r vs.vg
r vs.Pcr

Accelerates the gas

Affects the CR spectra

r vs.Tg

Consistent with
the local bubble
temperature (106 K) 



CR flux@( t=2Myr, r=100 pc)
→D~1026 cm2/sはちょっと⼩さい？
（*TeV halo*では，こんなもん）

Hint 2: 宇宙線短寿命核⼦60Fe (half-life, 2.6 Myr)

NUCLEAR ASTROPHYSICS

60Fe and 244Pu deposited on Earth constrain the
r-process yields of recent nearby supernovae
A. Wallner1,2*, M. B. Froehlich1, M. A. C. Hotchkis3, N. Kinoshita4, M. Paul5, M. Martschini1†,
S. Pavetich1, S. G. Tims1, N. Kivel6, D. Schumann6, M. Honda7‡, H. Matsuzaki8, T. Yamagata8

Half of the chemical elements heavier than iron are produced by the rapid neutron capture process
(r-process). The sites and yields of this process are disputed, with candidates including some types of
supernovae (SNe) and mergers of neutron stars. We search for two isotopic signatures in a sample
of Pacific Ocean crust—iron-60 (60Fe) (half-life, 2.6 million years), which is predominantly produced in
massive stars and ejected in supernova explosions, and plutonium-244 (244Pu) (half-life, 80.6 million
years), which is produced solely in r-process events. We detect two distinct influxes of 60Fe to Earth in
the last 10 million years and accompanying lower quantities of 244Pu. The 244Pu/60Fe influx ratios are
similar for both events. The 244Pu influx is lower than expected if SNe dominate r-process
nucleosynthesis, which implies some contribution from other sources.

A
ll naturally occurring nuclides heavier
than iron are produced in stellar envi-
ronments, almost exclusively by nuclear
processes involving the successive cap-
tures of neutrons to build up heavier

masses. About half of these nuclides are syn-
thesized slowly as a by-product of steady
stellar fusion. The other half, including all
actinide elements, require a very short but
intense flux of neutrons, resulting in a rapid
neutron capture process (r-process). The sites
and yields of the r-process remain a topic of
debate (1–6). It is expected to occur in ex-
plosive stellar environments such as certain
types of supernovae (SNe) or neutron-star
mergers (NSMs), the latter of which has been
supported by observations of the gravitational-
wave event GW170817 (7). The abundance pat-
terns of r-process nuclides can be used to
constrain the production site. Radioactive
isotopes (radionuclides) provide additional
time information resulting from their decay
over time following their synthesis. Such radio-
nuclides should be scattered through the inter-
stellar medium (ISM) and could be deposited
on Earth.
The Solar System (SS) is located inside a

large ISM structure [the Local Superbubble

(LB)] that was shaped by supernova (SN)
explosions during the last ~12 million years
(Myr) (8). Earth has therefore been exposed
to both ejecta from the SNe and swept-up
interstellar material that traversed the SS
during this time period (9, 10). Dust particles
from the ISM pass through the SS (11) and

contain nucleosynthetic products of stellar
events (e.g., stellar winds and SNe) (10, 12, 13).
Earth’s initial abundance of the 60Fe radio-
nuclide [half-life (t1/2) = 2.6 Myr (14, 15)] has
decayed to extinction over the 4.6 billion years
(Gyr) since the SS’s formation. 60Fe, however,
is produced in massive stars and ejected in SN
explosions. Evidence for the deposition of ex-
traterrestrial 60Fe on Earth has been found in
deep-sea geological archives dated to between
1.7 and 3.2 million years ago (Ma) (16–20), at
recent times (21, 22), and possibly also around
7 Ma (19). 60Fe has also been detected in lunar
samples (23), in astronomical observations
of gamma rays associated with its radioactive
decay (24), and in galactic cosmic rays (25).
SN activity in the last ~2 Myr is suggested by
an excess in the local cosmic-ray spectrum
(26). Other radionuclides are also produced
and ejected in such explosions (9, 27–30). If
substantial r-process nuclei are produced in
SNe this would also have enriched the local
ISM with actinides, such as 244Pu. With a half-
life of 80.6 Myr, 244Pu is much longer lived
than 60Fe, so it can be contributed by older
r-process events, not limited to those that
formed the LB. Either as part of the SN direct
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Fig. 1. Influx of interstellar 60Fe and 244Pu.
(A) 60Fe incorporation rates for Crust-3. The data
(red points) have been decay corrected, and each
layer is equivalent to 400 thousand years. The
absolute ages have an uncertainty of ~0.3 to
0.5 Myr (27). (B) 244Pu incorporation rates for the
three layers after subtraction of the anthropogenic
244Pu fraction (27). (C) 244PuISM/

60Fe number
ratio in the crust sample with layers 1 and 2
combined (horizontal solid lines with shaded error
bars). All error bars show 1s Poisson statistics.

Fig. 2. Measured Pu isotope ratios and compari-
son with global fallout values. (A and B)
Variations of the measured 240Pu/239Pu ratio (A)
and the 244Pu/239Pu ratio (B) across the three
layers (solid red lines). The dashed red lines and
gray shading indicate 1s uncertainties. The blue
shaded area and solid line represent the expected
ratios for Pu from nuclear weapons fallout (27).
240Pu/239Pu remains constant across the three
layers, whereas 244Pu/239Pu is enhanced in the
deeper (older) layers. We attribute the excess
above anthropogenic (anthr) levels to extra-
terrestrial 244Pu. Equivalent data for 241Pu/239Pu
are shown in fig. S4.
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time except for intense solar-active periods, last-
ing for a few days each, when large fluxes of solar
energetic particles exceeded the CRIS trigger
rate capability. The instrument (Fig. 1A) uses a
scintillating fiber hodoscope to determine par-
ticle trajectory and four stacks of silicon solid-
state detectors to measure the energy loss (DE)
and the total energy of cosmic-ray nuclei stopping
in a detector stack. These measurements are used
to identify particle charge, mass, and energy per
nucleon (5). Data illustrating this method are
shown in Fig. 1B, where we plot the energy loss
(DE) versus the residual energy of nuclei stopping
within a silicon detector. The elements are clearly
separated into bands, and within an element
band, subbands corresponding to the element’s
isotopes are evident.
Figure 2A is a mass histogram of the observed

iron nuclei that entered the CRIS instrument
through the scintillating optical fibers, pene-
trated the silicon detectors E1 through E3, and
stopped in silicon detectors E4 through E8.
These data were collected for 6142 days from
4 December 1997 to 27 September 2014. They
have been selected for consistency among mass
calculations using different detector combina-
tions to reject nuclei that interacted within the
instrument and other spurious events, as well
as selections related to event quality (14).

Abundance of 60Fe

Clear peaks are seen formasses from54 to 58 amu
(atomicmass units), with the exception of 57 amu,
which is a shoulder on the 56 amu distribution.
To the right of the 58 amu peak are 15 60Fe nuclei

collected over this period, clearly separated from
58Fe and located where 60Fe should fall. These
15 events have ameanmass estimate of 60.04 amu
and a standard deviation from themean of 0.28 ±
0.05 amu, consistent with the 0.245 ± 0.001 amu
measured for 56Fe. The number of 56Fe nuclei in
this plot is 2.95 × 105, obtained from a Gaussian

fit, and the total number of iron nuclei is 3.55 ×
105. We have performed a number of tests to
confirm that the 15 events are not a tail on the
muchmore abundant 58Fe distribution and have
verified that in all respects tested, these events
are not unusual (supplementary text and figs. S2
to S6). The strongest argument that they are 60Fe
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Fig. 1. CRIS instrument and data sample. (A) A cross-section drawing (not
to scale) of the CRIS instrument is shown. There are four x,y planes of fibers;
the top plane provides a trigger signal and the next three planes (x1y1,x2y2,
x3y3) provide the trajectory. Beneath the fibers are four stacks of 15, 3-mm-
thick silicon detectors (two stacks are visible in this side view). The central
active regions of the silicon detectors are shown in blue, and guard rings used
to veto side-exiting particles are in green.The detectors are grouped so that up
to nine energy-loss signals (E1 to E9) are obtained for each particle entering

one of the detector stacks.We use the dE/dx versus residual energy technique
to determine the atomic number (Z), mass (A), and energy (E), of each cosmic
ray. (B) Cross-plot of the sumof scaled energy lossesof cosmic rays in detectors
E1, E2, and E3 on the y axis versus the scaled energy loss in E4 on the x axis for
a sample of particles stopping in E4, with both energies scaled by (sec q)–1/1.7,
where q is the angle of incidence through the instrument. Clear “bands” are
seen for each element extending from calcium through nickel.Within some of
the element bands, traces for individual isotopes of that element can be seen.

Fig. 2. Mass histograms of the observed iron and cobalt nuclei. (A) The mass histogram of iron
nuclei detected during the first 17 years in orbit is plotted. Clear peaks are seen for masses 54, 55, 56,
and 58 amu, with a shoulder at mass 57 amu. Centered at 60 amu are 15 events that we identify as the
very rare radioactive 60Fe nuclei.There are 2.95× 105 events in the 56Fe peak. From these data,we obtain
an 60Fe/56Fe ratio of (4.6 ± 1.7) × 10−5 near Earth and (7.5 ± 2.9) × 10−5 at the acceleration source. (B) The
mass histogram of cobalt isotopes from the same data set are plotted. Note that 59Co in (B) has roughly
the same number of events as are in the 58Fe peak in (A).There is only a single event spaced two mass
units to the right of 59Co,whereas there are 15 events in the location of 60Fe,which is twomass units from
58Fe.This is a strong argument thatmost of the 15 nuclei identified as 60Fe are really 60Fe, and not a tail of
the 58Fe distribution.
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~2-4 Myrと~6-7 Myr
前に近傍でSNが起き
たと思われる．



TeV halo: PWNe周辺の拡散係数⼩さい？問題

HAWC 2017 Giacinti+20: 他のPWNeでも⼩さい
CR energy density ~ sub eV/ccでも⼩さい

D(TeV)~1027 cm2/s
↓D∝Ecr1/3

D(GeV)~1026 cm2/s



Nature | Vol 601 | 20 January 2022 | 335

Bubble, whereas its left-hand side consists of clouds in the Radcliffe 
Wave, well beyond the leftward wall of the Local Bubble. The Local 
Bubble lies at the closest distance between the Radcliffe Wave and the 
Split, with most of the dense gas at its surface co-spatial with these two 
kiloparsec-scale features.

We use measurements of the 3D positions and motions of stellar 
clusters to reconstruct the star formation history near the Local Bub-
ble. We rely on curated samples of young stars from the literature, as 
summarized in Extended Data Table 1. Our sample includes: clusters 
associated with star-forming regions on the surface of the bubble 
(Taurus, Ophiuchus, Lupus, Chamaeleon and Corona Australis), older 
members of the Sco-Cen association (Upper Centaurus Lupus (UCL), 
Lower Centaurus Crux (LCC) and Upper Scorpius) up to a maximum 
age of 20 Myr; and clusters in known star-forming regions along the 
Radcliffe Wave and the Split but beyond the boundaries of the Local 
Bubble itself (Perseus, Serpens and Orion).

As described in the Methods, we derive the ‘tracebacks’ of stellar 
clusters associated with the Local Bubble and related structures.  
The current 3D space motions of the young stellar clusters are shown 
as cones in Supplementary Fig. 1 with the apex of the cone pointing in 
the direction of motion. Previous research has shown that the 3D space 
motions of the youngest clusters (≲3 Myr) can be considered probes 
of the 3D space motions of the parental gas clouds in which they were 
born17. Using the young stars’ motions to trace cloud motion, we see 
that not only do all star-forming clouds presently observed within 
200 pc lie on the surface of the Local Bubble, but they also show strong 
evidence of outward expansion, primarily perpendicular to the bub-
ble’s surface. Tracebacks of the clusters’ motions over the past 20 Myr 

point to the likely origin of the Local Bubble—presumably the region 
where the supernovae driving the bubble went off. The clear implica-
tion of the observed geometry and motions is that all of the well-known 
star-forming regions within 200 pc of the Sun formed as gas was swept 
up by the Local Bubble’s expansion.

Supplementary Fig. 1 also includes a model for Gould’s Belt18, 
which illustrates that much of the motion previously attributed 
to the expansion of the assumed Gould’s Belt19 is instead probably 
due to the expansion of the Local Bubble. Recent work using com-
plementary catalogues of young stars bolster this interpretation, 
finding evidence that the Sco-Cen stellar association—a key anchor 
of the Gould Belt—has an arc-like morphology consistent with recent 
sequential star formation, which we now know to be triggered by 
the Local Bubble20.

A full animation of the stellar tracebacks is provided in Fig. 2 (Sup-
plementary Fig. 2). In the static version, we show select snapshots at 
−16 Myr, −15 Myr, −14 Myr, −10 Myr, −6 Myr, −2 Myr and the present day. 
We observe multiple epochs of star formation, with each generation 
of stars consistent with being formed at the edge of the Local Bubble’s 
expanding shell. We find that 15–16 Myr ago, the UCL and LCC clusters 
in the Sco-Cen stellar association were born about 15 pc apart, and that 
the Bubble itself was probably created by supernovae whose surviving 
members belong to these clusters.

On the basis of the amount of momentum injection required by 
supernovae to sweep up the total mass of the shell (1.4 × 10−0.62

+0.65 6 M☼) 
given its present-day expansion velocity (6.7 km s )−0.4

+0.5 −1 , we estimate 
that 15−7

+11 supernovae were required to form the Local Bubble (Methods). 
Through an analysis of their existing stellar membership and an 
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Fig. 1 | A 3D spatial view of the solar neighbourhood. For the best experience, 
please view the online 3D interactive version available in Supplementary Fig. 1. 
a, A top-down projection of star-forming regions on the surface of the Local 
Bubble, whose young stars show motion mainly perpendicular to its surface. 
The surface of the Local Bubble13 is shown in purple. The short squiggly 
coloured lines (or ‘skeletons’) demarcate the 3D spatial morphology of dense 
gas in prominent nearby molecular clouds11. The 3D arrows indicate the 
positions of young stellar clusters, with the apex of the arrow’s cone pointing in 
the direction of stellar motion. Clusters are colour-coded by longitude, as in 
Extended Data Table 1. The Sun is marked with a yellow cross. The enlargement 
to the lower right shows a close-up of Ophiuchus, Pipe, Lupus and Corona 

Australis on the bubble’s surface, along with arrows illustrating the outward 
motion of their young stellar clusters. b, A 3D view of the relationship between 
the Local Bubble, prominent nearby star-forming regions and Galactic 
structure. The Local Bubble and cloud skeletons are the same as in a. We also 
overlay the morphology of the 3D dust (grey blobby shapes9) and the models 
for two Galactic scale features—the Radcliffe Wave (red)16 and the Split (blue)10. 
The Per-Tau Superbubble15 (green sphere) is also overlaid. The interactive 
version offers views from any direction (not just top-down), provides floating 
labels for star-forming regions and includes additional layers (some not shown 
in this snapshot), which can be toggled on/off.
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Solar system

closeup

300 pc

*Local bubble* around the solar systemZucker et al. 2022

我々はLocal Bubbleという*泡*の中で暮らしている．
→⼀般的には，複数回のSNeで形成されたと考え
られている．
・宇宙線・ガンマ線？
星形成は~1-10 Myrで進⾏する．
宇宙線の銀河円盤部平均滞在時間は~1-10 Myr．

宇宙線の組成等への影響は？
実際の（近傍）星形成史は？

Local bubbleが寄与する可能性はある．
BeやB/C，宇宙線組成で検証できるか？
ガンマ線TeV-haloの理解も重要．
星形成史だけじゃなく，~10 Myrの『地球環境』へ
の影響も気になります．

＊300 pcというのは，銀河円盤の厚みと同程度．
~1-10 Myrかけないと円盤上空⽅向に逃⾛できないなら，『逃げ遅れている』奴らが
その辺にそれなりに居らっしゃる？
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CRs
B-field

Turbulence
Star formation

宇宙線の起源と，宇宙における役割
をキーワードにして研究しています．

Magnetar?

１）銀河宇宙線の起源解明のための研究
２）宇宙線と星形成史の関係について
３）>100 EeV宇宙線の加速機構について
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SD (12), the migration effect (whereby lower
energy showers are reconstructed with higher
energies because of the energy resolution) is
evaluated as −3%. We include an additional
systematic uncertainty, owing to the unknown
primary, of −10% in the direction of lower en-
ergies, calculated from simulations (20). There
was no lightning or thunderstorm activity re-
corded in the vicinity of the TA site on 27 May
2021 (25).

Comparison with previous events

Previously reportedextremelyhigh-energy cosmic-
ray events includea320-EeVparticle in 1991 (26),
a 213-EeV particle in 1993 (27), and a 280-EeV
particle in 2001 (28). The 1991 event was mea-
sured using fluorescence detectors, whereas
the 1993 and 2001 events were both detected
using surface detector arrays. All of these events
were recorded by detectors in the Northern
Hemisphere. A search in the Southern Hemi-
sphere has not identified any events with en-
ergy greater than 166 EeV (29), although there
is an energy scale difference between the ex-
periments (30). Although the event that we
have detected was measured with a surface
detector array, the reported energy of 244 EeV
has been normalized to the equivalent energy
that would have been measured with the TA
fluorescence detector and is thus directly com-
parable to the 1991 event. This normalization
was performed because fluorescence detectors
provide a direct, calorimetric measurement of
the shower energy. The unnormalized TA SD
reconstructed energy of 309 ± 37(stat.) EeV

(20) is more appropriate for comparison with
the 1993 and 2001 events.

Possible sources of the cosmic ray

Figure 2 shows the calculated arrival direc-
tion of the 27 May 2021 event on a sky map in
equatorial coordinates. The arrival direction is
not far from the disk of the Milky Way, where
the galactic magnetic field (GMF) is strong
enough to substantially deflect even a parti-
cle with an energy of 244 EeV, especially if the
primary particle is a heavy nucleus with a
large electric charge. The map also shows eight
possible backtracked arrival directions, which
we calculated (20) by assuming two GMFmod-
els (31, 32) and four possible primary particles
(proton, carbonnucleus, silicon nucleus, or iron
nucleus). We used the backtracking method of
a cosmic-ray propagation framework (33) to
determine the arrival direction for the cosmic
ray before it entered the Milky Way.
We compared the arrival directions with a

catalog of gamma-ray sources (34). We found
that the active galaxy PKS 1717+177 is located
within 2.5° of the calculated direction for a pro-
ton primary. PKS 1717+177 is a flaring source
(34); flaring sources have been proposed as
potential cosmic-ray sources (35). However,
its distance of ~600Mpc (corresponding to a
redshift of 0.137) (36) is expected to be too large
for UHECR propagation to Earth because the
average propagation distance at an energy of
244 EeV is calculated to be ~30Mpc for both pro-
ton and iron primaries (20). We therefore dis-
favor PKS 17171+177 as the source of this event.

Figure 2 also shows the relative expected
flux from an inhomogeneous source-density dis-
tribution following the local LSS (37), weighted
by the expected attenuation for a 244-EeV iron
primary and smoothed to reflect the smearing
resulting from turbulentmagnetic fields in the
Milky Way (20). Also shown are nearby gam-
ma ray–emitting active galactic nuclei and star-
burst galaxies, which have been proposed as
possible cosmic-ray sources (38, 39). The ar-
rival direction of this event is consistent with
the location of the Local Void, a cavity between
the Local Group of galaxies and nearby LSS fil-
aments (40). There are only a small number of
known galaxies in the void, none of which are
expected sites of UHECR acceleration. Even
considering the range of possible GMF deflec-
tions and primary mass, we do not identify any
candidate sources for this event. Only in the
JF2012 GMF model and assuming an iron
primary does the source direction approach a
part of the LSS populated by galaxies. This
backtracked direction is close to the starburst
galaxyNGC6946, also known as the Fireworks
Galaxy, at a distance of 7.7 Mpc (41). However,
NGC 6946 is not detected in gamma rays, so it
is unlikely to be a strong source of UHECRs.
If the energy of this event was close to the

lower bound of its uncertainties, then the av-
erage propagation distance is longer than we
assumed in Fig. 2, and the deflection in the
GMF would be larger (fig. S3). This effect would
increase the number of possible source gal-
axies, assuming a steady source (supplemen-
tary text). For the alternative case of transient

Fig. 2. Arrival direction
of the high-energy event
compared with potential
sources. The arrival direc-
tion of the 27 May 2021
high-energy cosmic-ray
particle (black circle) on a
sky map in equatorial
coordinates. Colored circles
indicate calculated back-
tracked directions
assuming two models of
the Milky Way regular
magnetic field, labeled
JF2012 (31) and PT2011
(32). For each model,
different symbols indicate
the directions calculated
for four possible primary
species: proton (P; red),
carbon (C; purple), silicon
(Si; green), and iron (Fe; blue). The color bar indicates the relative flux expected
from the inhomogeneous source-density distribution in the local LSS, smeared with a
random Milky Way magnetic field. For comparison, nearby gamma ray–emitting
active galactic nuclei are shown with filled diamonds and nearby starburst galaxies
with filled stars, both with sizes that scale by the expected flux (38). The closest object
to the proton backtracked direction in a gamma-ray source catalog (34) is the active

galaxy PKS 1717+177. The dotted large circle centered around (R.A., Dec.) = (146.7°,
43.2°) indicates the previously reported TA hot spot (21). The dashed horizontal line
indicates the limit of the TA field of view (FoV). The dotted circle centered around
(R.A., Dec.) = (279.5°, 18.0°) is the location of the Local Void (40). The galactic plane
(G.P.) and the supergalactic plane (S.G.P.) are shown as solid and dotted curves,
respectively. The Galactic Center (G.C.) is indicated by the cross symbol. deg., degrees.
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1

Large scale anisotropies

5

We can see the whole sky: 
better reconstruction of large 
scales structures
no assumption needed on higher ℓ 
when measuring the dipole and 
quadrupole amplitudes
(unlike in Auger-only or TA-only 
studies)

The only significant feature found 
is a dipole pointing away from 
the GC at lower energiesEquatorial

Conclusions

11

- We updated the all-sky search 
for anisotropies in the arrival 
directions of UHECR using the 
latest datasets from TA (14 years) 
and Auger (19 years). 

- We confirm the presence of a 
dipole pointing away from the GC 

- A catalog likelihood analysis using 
the starburst catalog rejects 
isotropy at ∼4.6σ post trial 

The ongoing upgrades of the two 
observatories, AugerPrime and TAx4 
will improve significantly this kind of 
analyses in the next years
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TA 15-years (ICRC2023 Preliminary), Auger 17-years (ApJ 935 170 (2022))
Figure 10: UHECR sky-maps around the “ankle”, “cutoff”, and above 100 EeV. The flux sky-map
of 45� oversamplings with energies around the “ankle” region (top-left) and significance sky-map of 25�

oversamplings around the “cutoff” region (top-right) in equatorial coordinates reported by the Auger-TA
anisotropy working group [65]. The bottom figure indicates the arrival directions of UHECRs above
100 EeV measured by Auger and TA, together with nearby astronomical source candidates.

7.2 UHECR “astronomy”

The most significant anisotropy at the highest energies was reported by Auger in the direction
of Centaurus A with a significance of 4.0f above 38 EeV using 27 degrees oversamplings [64].
A flux pattern analysis of the southern sky using a catalog of nearby starburst galaxies resulted
in a significance of 3.8f under a 9% anisotropic fraction and 25 degree angular-scale [64]. TA
shows two hotspots, one of 2.8f above 57 EeV in the direction of Ursa Major, and of 3.3f above
25 EeV in the direction of the Perseus-Pisces Supercluster [5]. The TA hotspots were tested by
Auger using a compatible exposure. No excesses were found in these directions [64]. Further
Cross checks and independent measurements are crucial to increase the currently limited statistics
and hence reliability of these results. The Collaboration between Auger and TA for anisotropy
studies was tasked with measuring the all sky-map at the highest energies [65] and making possible
interpretations [66] as shown in Figure 10. Surprisingly, no excess has been found from the Virgo
cluster which is the most promising source candidate for UHECRs. This has been dubbed the

12

galaxies, we have too many candidates within a backtracked localization of ultrahigh-energy

CR, as shown by [5] for the case of Amaterasu [see also, 67, 68]. In the case of the IZUMO

burst taking place in the Milky Way Galaxy and/or its satellites, the arrival directions of

the ultrahigh-energy CRs can coincide with the location of magnetars. The expected gyro-

radius of ultrahigh-energy CR is rg ⇠ 100 kpc Z
�1(✏i/100 EeV)(BISM/1 µG)�1, which can

be much larger than the Galactic radius of ⇠ 10 kpc depending on Z. Since the nuclear

spallation reactions limit the maximum energy of accelerated ions in the IZUMO burst,

high-energy lighter nuclei and ‘neutrons’ are also expected. If the case, some high-energy

CR light-nucleus/neutron events with an energy of . 100 EeV show good coincidence with

the IZUMO bursts in arrival directions and time. The CR experiments, such as the Telescope

Array [69, 70] and the Pierre Auger Observatory [71] can constrain the details of the IZUMO

bursts.

[72, 73] reported one of the latest results of the arrival direction and compositions of

ultrahigh-energy CRs with > 100 EeV and concluded the composition at > 100 EeV is very

heavy. [67] and [68] also pointed out that if Amaterasu is a heavy nucleus such as iron, its

source can be distributed far from the local void. The IZUMO bursts can be consistent with

these recent results and implications.

We consider a required source density in the Universe so that the IZUMO burst becomes a

non-negligible source of the observed CRs above 100 EeV. From the observed CR spectrum

around the Earth, the source density for CRs above 100 EeV is N & 2⇥ 10�5 Mpc�3 [73].

Considering the magnetar birth rate density of ⇠ 10�6 Mpc�3 yr�1 [e.g., 4] and its charac-

teristic age of ⌧ch ⇠ 1 kyr [e.g., 74], the number density of magnetar can be ⇠ 10�3 Mpc�3.

Thus, & 2 % of the magnetars should be an e↵ective host of the IZUMO burst. The fraction

of & 2 % may be realized since ⌧f/⌧ch ⇠ 0.2�,�9
�1

P,0, see, Equation (4). Note that [31] gave

an upper limit of the ellipticity as � . 10�6 from observations of continuous gravitational

waves.

5. Conclusions

We studied the bursting phenomenon in which the magnetar undergoes the Dzhanibekov

e↵ect. This e↵ect can result in a sudden rise of the Euler force and a part of its crust can

be fractured. Then, the magnetar’s internal energy is released like a balloon burst. The

total energy, light curve, and typical photon energy of the bursts can be compatible with the

observed bursts. The ions can be accelerated at the beginning of the burst and the maximum

energy can reach ⇠ZeV. Further studies covering broad regions of physics are required.
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Arrival direction
→ Looks no hot spot (No hints) Composition

→ Heavy elements are likely

simulated as a galactic-latitude-dependent smearing
according to the data-driven relation of Ref. [36].
Finally, the event distribution is modulated by the geomet-
rical exposure of the TA. The energies of the events in the
mock sets are generated according to the observed TA
spectrum with the account of the TA energy resolution. In a
companion paper [27] we estimate the impact of uncer-
tainties in the energy scale and in the parameters of the
injection spectra and magnetic fields on the inferred mass
composition.
We define the test statistics using the expected UHECR

flux maps built by a similar procedure as used for the mock
sets generation, but with smaller number of free parameters.
Namely, we use the same 2MRS-based source catalog,
assume flux attenuation as protons with ∼E−2.55 injection
spectrum without cutoff and a uniform smearing of sources.
The magnitude of this smearing θ100 defined at 100 EeV is
the only free parameter on which the TS depends. For each
given value of θ100 we build a set of maps Φkðθ100;nÞ
where n is the direction in the sky, k denotes the energy bin
and the smearing of each map scales properly, as
100 EeV=Ek. Then the test statistics TSðθ100Þ for a given
event set with directions ni is defined as follows:

TSðθ100Þ ¼ −2
X

k

!X

i

ln
Φkðθ100;niÞ
ΦisoðniÞ

"
; ð1Þ

where the sum run over the events i and energy bins k, and
we have included a standard overall normalization factor
−2. The normalization factor ΦisoðniÞ ¼ Φð∞;niÞ corre-
sponding to an isotropic distribution is added for conven-
ience. More technical details on the TS construction are
given in the companion paper [27]. In the limit of a large
number of events, this test statistics is distributed around its
minimum according to χ2 distribution with one degree of
freedom. The position of the TS minimum θmin

100 for each
event set is interpreted as the energy-rescaled mean event
deflection with respect to the LSS. Thus, for a mock set of a
given composition model and a very large number of
events, the TS should have a deep and narrow minimum,
with the value of θmin

100 being characteristic of this compo-
sition model. These values could then be confronted with
the TSðθ100Þ evaluated for the data.
To estimate the mass composition we divide the energy

range into five bins starting from 10 EeV with a quarter-
decade width and with the last bin being an open interval
E > 100 EeV. The dependence of TSðθ100Þ on θ100 for the
data in each bin is shown in Fig. 1. The curves for all but the
penultimate bin (red curve) are consistent, at the 2σ level,
with isotropy which corresponds to θ100 ¼ 200° in our
notations—the value that is beyond the size of the TA field
of view. In the bin 19.75 < log10½E=eV% < 20.0 the TS has
a distinct minimum at θmin

100 ¼ 30.8° that deviates from
isotropy with the significance of more than 2σ.

FIG. 1. Top: example of the map Φk (E > 100 EeV,
θ100 ¼ 10°) used for test-statistics computation, overlaid with
the distribution of the TA SD events with E > 100 EeV (two of
them are forming a doublet). The color indicates the expected
distribution of the cosmic ray flux. Galactic coordinates. Bottom:
distribution of test statistics over θ100 evaluated for experimental
data in five energy bins. The number of events in each bin is
shown in the legend.

FIG. 2. The distribution of the test-statisticsminima, θmin
100 , for the

data compared to several injected composition models. Regular
GMF model of Ref. [35] is used, and deflections in EGMF are
neglected. Note that several heavy composition models yield the
same value of θmin

100 ¼ 200°, i.e. they are indistinguishable in our
method. The corresponding lines whichmerge together on the plot
are indicated by arrows. Pure nuclei composition models and
Auger composition model of Ref. [34] (see text).
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Using 𝑁𝑒𝜇 reconstruction energy 

Around “knee” region, the cosmic ray 

component becomes heavier.

Mean logarithmic mass 𝐥𝐧𝑨 of cosmic rays

ICRC2023-Nagoya 12

The knee of all-particle energy spectrum is 

the knee of light components, instead of the 

medium-heavy components.

Shadow band: systematic uncertainty
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Cosmic Ray Composition with TALE FD Tareq AbuZayyad
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Figure 1: Fit results to the data -max distributions (per energy bin) to a four component MC distributions.
Primary fractions using the EPOS-LHC based simulations are shown on the left. Right plot shows the
derived �ln(�)� from four component fits. Horizontal lines show calculated ln(�) values for H, He, and N,
for reference.

in the left-side plot of Figure 2. A change in the elongation rate of the mean -max as a function
of energy can be interpreted as a change in composition and we look for such change by using a
broken line fit (one floating break point). The results of the fit are shown in the right-side plot
Figure 2. This figure also shows the mean -max measured by the Telescope Array detectors at
higher energies [13]
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Figure 2: Reconstructed TALE events mean -max as a function of shower energy. Results from the last
update to the data, presented at the 2021 ICRC are also shown in the figure. Shower energy estimate using
EPOS-LHC missing energy correction. The plot shows a broken line fit to the elongation rate. The blue
points at higher energies come from a hybrid measurement by TA [13].

The event energy distribution for the final data set is shown in Figure 3. As already noted, the
requirement of direct-Cherenkov contribution to the observed signal limits the acceptance for high
energy events. Below ⇠ 1017 eV, the observed events signal is dominated by direct-Cherenkov light.
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Summary: The overall picture going into Phase-2, AugerPrime

1. Neither protons or iron dominate at any energy
between 100PeV and 100 EeV

2. UHECR primaries are lightest around at 2-3 EeV

3. UHECR above 3 EeV increase in mass with energy

4. The UHECR beam:
� is mixed under 1 EeV
� purifies above 1 EeV
� is 1 or 2 component above 10 EeV

5. Above �5 EeV there is a diminished hint of
mass-based anisotropy in the UHECR flux

6. Above 3 EeV the energy evolution of Xmax appears
to have complex structure.
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Figure 8: The average logarithmic mass numbers. The figures indicate the mass composition at energies
above 3 PeV measured by LHAASO (left) [32] and TALE (middle) [36], and above 300 PeV measured by
Auger (right) [45].

and TA Collaborations [41].
Concerning systematic uncertainties, effects of saturated SDs, optimized distance and lateral

density parameterization were investigated to understand possible reasons for differing spectra at
the highest energies [42]. Furthermore, thanks to the data provided by KASCADE and IceTop,
the data-driven invisible energy estimation was extended to energies below 100 PeV [43]. The
installation of an Auger water-Cherenkov detector at TA (Auger@TA) has been completed. The
detector is currently being prepared for data-taking [44]. Continued Collaboration between Auger
and TA is essential to clarify whether differences observed in the northern and southern hemispheres
are astrophysical in nature or a result of detector systematics/differences in analysis methods.

6. Mass composition – What kind of particles are cosmic rays?

The mass composition of cosmic rays can be estimated from the atmospheric slant depth
where an extensive air shower deposits most of its energy, -max. -max is typically measured with
fluorescence detectors. The average value of the -max distribution at different energies are compared
to expectations from Monte Carlo simulations to determine mass fractions. For surface detector
arrays, measurements of the muon component of extensive air showers are needed to estimate
the mass composition. This can be achieved through analysis techniques or the installation of
underground muon detectors.

The average logarithmic mass numbers above PeV energies were reported from LHAASO-
KM2A [32] and TAIGA-HISCORE [27], indicating a dominant helium composition around 3 PeV,
while TALE results indicated a proton composition at 5 PeV [36] as shown in Figure 8. The mass
composition measurements using muon components from 10 PeV to beyond 100 PeV were reported
by IceCube [17] and KASCADE-Grande [46], indicating intermediate composition between proton
and iron primaries. Beyond 100 PeV, TALE hybrid analysis is capable of measuring three mass
groups; namely proton, nitrogen and iron. The results indicate a charge-proportional maximum
energy for cosmic rays at these energies [47]. The LOFAR radio detector reported intermediate
composition around 300 PeV based on measurements of -max [48].

At the highest energies, the latest -max measurements reported by Auger, for both the FD and
SD, indicate a light composition at 3 EeV followed by a gradual increase in mass number as a function

9

TA Collaboration 2024
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The detector was in this configuration from 23 September 2022 until 11 
September 2023, when seven further lines were installed. After remov-
ing data acquired in the detector commissioning phase and during 
detector calibration periods, 287.4 days of data taking were selected for 
analysis with this configuration. During this period, about 110 million 
events were triggered and KM3-230213A is the highest-energy event 
observed. KM3-230213A is visualized in Fig. 1. A total of 28,086 hits 
were registered by the 21 detection lines. Owing to the large amount of 
detected light, the PMTs closest to the muon trajectory are saturated. 
As expected for very-high-energy muons, at least three large showers, 
probably because of energy-loss processes, are observed along the 
track (more details are provided in the Supplementary Materials).

The muon trajectory is reconstructed from the measured times and 
positions of the first hits recorded on the PMTs, using a maximum- 
likelihood algorithm, described in Methods. KM3-230213A is the event 
with the best track log-likelihood among all those collected in this detec-
tor configuration, indicative of a highly relativistic muon travelling 
several hundreds of metres through the detector. The direction of KM3-
230213A is reconstructed as near-horizontal, originating 0.6° above 
the horizon at an azimuth of 259.8° (azimuth angles increase clock-
wise, with north at 0°). The uncertainty on the direction is estimated  
to be 1.5° (68% confidence level), dominated by the present systematic 
uncertainty on the absolute orientation of the detector. The origin of 
this uncertainty is described in Methods. A dedicated sea campaign 
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Fig. 1 | Views of the event. a, Side and top views of the event. The reconstructed 
trajectory of the muon is shown as a red line, along with an artist’s representation 
of the Cherenkov light cone. The hits of individual PMTs are represented by 
spheres stacked along the direction of the PMT orientations. Only the first  
five hits on each PMT are shown. As indicated in the legend, the spheres are 
coloured according to the detection time relative to the first triggered hit. The 
size of the spheres is proportional to the number of photons detected by the 

corresponding PMT. The locations of the secondary cascades, discussed in 
the Supplementary Material, are indicated by the black spheres along the muon 
trajectory. The north direction is indicated by a red arrow. A 100-m scale and 
the Eiffel Tower (330 m height, 125 m base width) are shown for size comparison. 
b, Zoomed-in view of the optical modules that are close to the first two observed 
secondary showers in the event. Here light-blue spheres represent hits that 
arrive within −5 to 25 ns of the expected Cherenkov arrival times.
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observed at the coordinates of KM3-230213A and 90% confidence level 
upper limits on the one-flavour neutrino flux normalization at 1 GeV, 
Φν ν+

1GeV, assuming a neutrino spectrum of Φ E Φ E( ) = ( (GeV))ν ν ν ν+ +
1GeV −2,  

were set and are reported in Methods. The most stringent limit on the 
point-source origin is 1.2 × 10−9 GeV−1 cm−2 s−1. Although these searches 
are also sensitive to very-high-energy events, the signal for an E−2 spec-
trum is expected in the TeV–PeV range and the reported limits are 
therefore applicable in this area.

Cosmic neutrino flux
To associate a flux to the event, the exposure of the detector for very- 
high-quality and high-energy tracks is computed through simulations. 
The exposure corresponds to selection criteria that require a good 
track-reconstruction likelihood (log-likelihood ratio larger than 500), 
a long track length within the detector (larger than 250 m) and 
N > 1,500trig

PMT .
Considering the central (90%) 72 PeV–2.6 EeV energy range, the 

steady isotropic flux that would produce one event is

E Φ E( ) = 5.8 × 10 GeV cm s sr ,2
−3.7
+10.1 −8 −2 −1 −1

for which the confidence intervals are computed according to  
ref. 26. The 95% and 99.7% confidence level intervals are [0.30–29.8] 
and [0.02–47.7] × 10−8 GeV cm−2 s−1 sr−1, respectively. This represents 
the KM3NeT standalone flux measurement in the 335 days of livetime 
of ARCA with 19 and 21 detection lines.

In Fig. 5, the flux measurement is compared with measured and 
predicted neutrino fluxes and limits. The KM3NeT standalone flux 
measurement exceeds present limits from IceCube27 and Auger28. A pos-
sible interpretation is that the KM3NeT event is an upward fluctuation.  

In such a scenario, described in Methods, one event such as KM3-
230213A would be expected in 70 years of observation with this detec-
tor configuration, and the event is an upward fluctuation at the level 
of 2.2σ.

The expected event rates in ARCA for various extrapolations of the 
flux measured by IceCube are discussed in the Supplementary Mate-
rial. Considering extrapolations of the power-law fit of the IceCube 
measurements, these would yield at most 0.12 events in the 335 days of 
analysed KM3NeT data with 19 and 21 detection lines after the selection 
for track events described above. The observation of KM3-230213A, 
marginally consistent with such expectation, may hint at the emergence 
of a new component in the flux.

A viable alternative hypothesis is cosmogenic neutrino produc-
tion8,29,30, in which neutrinos are generated by the interaction of cosmic 
rays with extragalactic background light or the cosmic microwave back-
ground. The expected number of cosmogenic events in the selected 
data varies between 1.5 × 10−3 (ref. 31) and 0.47 (ref. 32), depending on 
the assumed injection spectrum and cosmic-ray mass composition, 
as well as the cosmological evolution of sources31–40. The envelope of 
a selection of cosmogenic models is shown as a grey-shaded band in 
Fig. 5. Other scenarios of diffuse emission from neutrino production 
in the source environment are shown as the yellow-shaded band in 
Fig. 5. Among these are transient emitters such as gamma-ray-bursts 
and tidal-disruption events34,39,41–44, low-luminosity BL Lacs45 and 
flat-spectrum radio quasars46.

Overall, the detection of a muon neutrino with an energy greater 
than 100 PeV provides evidence for the existence of ultra-high-energy 
neutrinos in nature. The new multiPMT optical module design and the 
excellent optical properties of Mediterranean seawater have allowed 
the characterization of the neutrino interaction and have facilitated 
this breakthrough in neutrino astronomy.
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Fig. 5 | Comparison with models and earlier measurements. Shown is the 
energy-squared per-flavour astrophysical flux derived from the observation  
of KM3-230213A with measurements and theoretical predictions, assuming 
equipartition (νe:νµ:ντ = 1:1:1). The blue cross corresponds to the flux needed  
to achieve one expected event after the track selection described in the text,  
in the central 90% neutrino energy range associated with KM3-230213A, 
illustrated with the horizontal span; the vertical bars represent the 1σ, 2σ and 3σ 
Feldman–Cousins confidence intervals on this estimate. The purple and pink 
shaded regions represent the 68% confidence level contours of the IceCube 
single-power-law (SPL) fits (Northern Sky Tracks, NST5) and High-Energy 
Starting Events (HESE)7, respectively: the darker-shaded regions are the 
respective 90% central energy range at the best fit (dashed line), whereas the 

lighter-shaded regions are extrapolations to higher energies. The purple and 
pink crosses are the piece-wise fit from the same analyses, whereas the orange 
cross corresponds to the IceCube Glashow resonance event11. The dotted lines 
are upper limits from ANTARES (95% confidence level47), Pierre Auger (90% 
confidence level, for an E−2 neutrino spectrum28, corrected to convert from 
limits in half-decade to one-decade bins) and IceCube (90% confidence level, 
estimated assuming an E−1 neutrino spectrum in sliding one-decade bins27). The 
grey-shaded band comprises a variety of cosmogenic neutrino expectations 
following several models of cosmic-ray acceleration and propagation, whereas 
the yellow-shaded band comprises several scenarios of diffuse transient and 
variable extragalactic sources, both reported in the Supplementary Material.

376 | Nature | Vol 638 | 13 February 2025

Article

Observation of an ultra-high-energy cosmic 
neutrino with KM3NeT

The KM3NeT Collaboration* ✉

The detection of cosmic neutrinos with energies above a teraelectronvolt (TeV) o!ers 
a unique exploration into astrophysical phenomena1–3. Electrically neutral and 
interacting only by means of the weak interaction, neutrinos are not de"ected by 
magnetic #elds and are rarely absorbed by interstellar matter: their direction 
indicates that their cosmic origin might be from the farthest reaches of the Universe. 
High-energy neutrinos can be produced when ultra-relativistic cosmic-ray protons or 
nuclei interact with other matter or photons, and their observation could be a 
signature of these processes. Here we report an exceptionally high-energy event 
observed by KM3NeT, the deep-sea neutrino telescope in the Mediterranean Sea4, 
which we associate with a cosmic neutrino detection. We detect a muon with an 
estimated energy of 120−60

+110 petaelectronvolts (PeV). In light of its enormous energy 
and near-horizontal direction, the muon most probably originated from the 
interaction of a neutrino of even higher energy in the vicinity of the detector. The 
cosmic neutrino energy spectrum measured up to now5–7 falls steeply with energy. 
However, the energy of this event is much larger than that of any neutrino detected  
so far. This suggests that the neutrino may have originated in a di!erent cosmic 
accelerator than the lower-energy neutrinos, or this may be the #rst detection of a 
cosmogenic neutrino8, resulting from the interactions of ultra-high-energy cosmic 
rays with background photons in the Universe.

Cosmic neutrinos may be produced either in the vicinity of the cosmic- 
ray source or along the cosmic-ray propagation path, leading to the 
production of secondary unstable particles, which subsequently decay 
into neutrinos. Cosmic rays interacting in the Earth’s atmosphere pro-
duce atmospheric neutrinos, which form an experimental background 
to cosmic neutrinos. To detect cosmic neutrinos, very-large-volume 
neutrino observatories monitor natural bodies of water or ice for the 
Cherenkov light induced by the passage of the charged particles that 
result from neutrino interactions in or near the detector. The KM3NeT 
research infrastructure comprises two detector arrays of optical sen-
sors deep in the Mediterranean Sea4. The ARCA detector is located 
offshore Portopalo di Capo Passero, Sicily, Italy, at a depth of about 
3,450 m and connected by means of an electro-optical cable to the 
shore station of the INFN, Laboratori Nazionali del Sud (LNS). The 
geometry of ARCA is optimized for the study of high-energy cosmic 
neutrinos. The ORCA detector is located at a depth of about 2,450 m, 
offshore Toulon, France, and is optimized for the study of neutrino 
oscillations. Both detectors are under construction but already opera-
tional. Once completed, they will comprise 345 (230 for ARCA and 115 
for ORCA) vertical detection lines, each holding 18 optical modules. 
Each module hosts 31 3-inch photomultiplier tubes (PMTs) pointing 
in all directions and ensuring 4π coverage9. Both detectors can iden-
tify all flavours of neutrino interactions: those producing long-lived 
muons, denominated ‘tracks’, and those producing electromagnetic 
and hadronic cascades at the neutrino interaction vertex, denominated  
‘showers’.

Of interest in this article are neutrino interactions that produce 
high-energy muons, which can travel several kilometres in seawater 
before being absorbed. These muons lose energy as they propagate 
mainly because of stochastic radiative processes such as bremsstrahl-
ung, pair production and photonuclear reactions. The average energy 
loss per unit path length is proportional to the muon energy. Elec-
tromagnetic cascades arise from these stochastic energy losses; the 
number of charged particles that produce Cherenkov radiation in the 
cascades is proportional to the amount of energy lost by the muon in 
the process. The recorded time of arrival and time-over-threshold of 
the signals on the PMTs (denoted as ‘hits’) are used to reconstruct the 
muon direction and energy.

Although atmospheric neutrinos are more abundant at lower ener-
gies (≈TeV), cosmic neutrinos should become dominant at energies 
above 100 TeV. The neutrino energy is thus a crucial parameter for 
establishing a cosmic origin. The IceCube Collaboration announced the 
discovery of PeV cosmic neutrinos in 2013 (ref. 10). The most energetic 
neutrinos reported so far are a 6.05 ± 0.72 PeV electron antineutrino 
observed at the energy of the Glashow resonance11 and a muon neutrino 
above 10 PeV from the observation of a 4.4-PeV muon5.

The neutrino event KM3-230213A
An extremely high-energy muon traversing the ARCA detector was 
observed on 13 February 2023 at 01:16:47 UTC. This event is referred to 
here as KM3-230213A. At that time, 21 detection lines were in operation. 
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Neutron Stars (Magnetars) as a candidate of source
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Figure 11:

Updated Hillas (1984) diagram. Above the blue (red) line protons (iron nuclei) can be confined to

a maximum energy of Emax = 1020 eV. The most powerful candidate sources are shown with the

uncertainties in their parameters.

for extragalactic sources. Requiring that candidate sources be capable of confining par-

ticles up to Emax, translates into a simple selection criterium for candidate sources with

magnetic field strength B and extension R (Hillas 1984): rL  R, i.e., E  Emax ⇠
1 EeV Z (B/1 µG)(R/1 kpc). Figure 11 presents the so-called Hillas diagram where can-

didate sources are placed in a B � R phase-space, taking into account the uncertainties

on these parameters (see also Ptitsyna & Troitsky 2010 for an updated discussion on the

Hillas diagram). Most astrophysical objects do not even reach the iron confinement line

up to 1020 eV, leaving the best candidates for UHECR acceleration to be: neutron stars,

Active Galactic Nuclei (AGN), Gamma Ray Bursts (GRBs), and accretion shocks in the

intergalactic medium. The Hillas criterion is a necessary condition, but not su�cient. In

particular, most UHECR acceleration models rely on time dependent environments and

relativistic outflows where the Lorentz factor � � 1. In the rest frame of the magnetized

plasma, particles can only be accelerated over a transverse distance R/�, which changes

subsequently the Hillas criterion.

Astrophysics of UHECRs 25

“Hillas diagram”
Ecr/qB ~ Object Size→Confine the CRs

Neutron Stars w/ B ~ 1015 G are one of 
the candidates.

How accelerates *nuclei* in a 
Neutron Star Transient Event is the 
main problem.
(see, also Arons 04, Kotera 11, 
Asano+06)

＊中性⼦星の周りには「電⼦・陽電⼦」
はたくさん居ます．*核⼦*は謎です．
＊銀河系内で30個くらい確認されてます．
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New Scenario for *Trigger* Mechanism of NS-transients
2

triaxial body and show that the triaxial body can flip71

(so-called Dzhanibekov e↵ect). In Section 3.1, we show72

that the Euler force on the surface of the magnetar is73

stronger during the flip than in the other phase, and74

suggest that the force can trigger some magnetar bursts.75

In Section 3.2, we consider the X-ray bursts associated76

with the flip, and suggest that the flip of the magnetar77

can be identified by the circular polarization of X-ray78

short bursts. In Section 3.3, we discuss the possibility79

of the FRBs associated with the flip. In Section 3.4, we80

discuss multi-messenger astrophysical events associated81

with the flip. Section 4 is devoted to the conclusion. We82

use Q,x = Q/10x in cgs units.83

2. TRIAXIAL FREE PRECESSION AND FLIP OF84

A MAGNETAR85

We consider the motion of a triaxial magnetar (Lan-86

dau & Lifshitz 1969). We assume that the magnetar87

is triaxial and the spin axis does not coincide with any88

principal axes of inertia initially. We also assume that89

the magnetar rotates as a rigid body with a constant90

moment of inertia. The three eigenvalues of the mo-91

ment of inertia tensor, Ii (i = 1, 2, 3), are defined to be92

I3 > I2 > I1. The energy and angular momentum con-93

servation laws can be written as follows.94

E=
1

2

3X

i=1

Ii⌦i
2
, (1)95

M2=
3X

i=1

Ii
2⌦i

2
, (2)96

where E, and M are the kinetic energy of the rotation97

and the total angular momentum of the magnetar, and98

⌦i (i = 1, 2, 3) are the angular velocities around each99

principal axis of inertia, x1, x2, and x3 (see top panel100

of Figure 1). If the magnetar, whose mass is MNS and101

radius is RNS, is a uniform sphere, the eigenvalues of102

the momentum of the inertia tensor is I1 = I2 = I3 =103

(2/5)MNSRNS
2. In this paper, we vary I1 and I3 slightly104

from (2/5)MNSRNS
2 and set I3 > I2 > I1. The di↵er-105

ences of I1, I2, and I3 will be discussed below.106

The top panel of Figure 1 shows the definitions of the107

Euler angles, ✓,  , and �. The inertial frame is denoted108

by (X,Y, Z). The rotation of the body around the Z109

axis and the x3 axis is denoted by the angle � and  .110

✓ is the angle between the Z axis and the x3 axis. For111

✓ = 0,  = 0, and � = 0, the x1, x2, and x3 axes112

respectively coincide with the X, Y, and Z axes.113

The equations of motion (Euler’s equations for free114

rotation) are115

I1⌦̇1=(I2 � I3)⌦2⌦3, (3)116

Figure 1. Definition of Euler angles (top panel). The axes
X, Y, and Z denote an inertial frame. The axes x1, x2 and x3

denote the body axes. Typical values of the Euler angles that
appear in this paper (bottom panels). The configuration in
bottom left panel corresponds to cos ✓ ' 0 and cos ' 1, and
this condition is satisfied for 0 . t . 106P and 5 ⇥ 106P .
t . 6 ⇥ 106P in Figure 2. The configuration in the bottom
right panel corresponds to cos ✓ ' 0 and cos ' �1, and
this condition is satisfied for 2 ⇥ 106P . t . 4 ⇥ 106P in
Figure 2. During these configurations, the magnetar mainly
rotates around the x2 axis (i.e., ⌦2 � ⌦1,⌦3) while the sign
of ⌦2 is di↵erent.

I2⌦̇2=(I3 � I1)⌦3⌦1, (4)117

I3⌦̇3=(I1 � I2)⌦1⌦2. (5)118

For simplicity, we assume that (I3�I2)/I2 = (I2�I1)/I2119

and set I2 = (2/5)MNSR
2
NS, I1 = I2(1 � �), I3 =120

I2(1+ �), where � is a dimensionless parameter describ-121

ing the non-sphericity. � is much smaller than unity122

and typically � ⇠ 10�6– 10�11 (Kolesnikov et al. 2022123

for the observational values and Zanazzi & Lai 2020 for124

a summary of the theoretical values) while these val-125

ues depend on the origin of the non-sphericity. There126

↓from Twitter

Known as the Dzhanibekov effect 
as a solution of the Euler equation.

『宙返り』した中性⼦星の表
層（Fe+e）が慣性に耐えきれ
ず割れる．めちゃ強い電場で

Feを⼀気に加速する．

Figure 4 shows the Euler force at the surface layer of the
magnetar. The Euler force is almost uniform in direction but
strongly depends on the position of the crust. The Euler force,

W´r , is zero at the two points where r is parallel or
antiparallel to W. In the case of Figure 4, the position vector r is
parallel to W in the vicinity of the origin of the Y–Z plane.
Conversely, the Euler force is at its maximum where r is
perpendicular to W: the red ring region in Figure 4 and the
middle panel of Figure 3. We expect that the force balance is
disturbed by this position-dependent Euler force, resulting in
the crust’s plastic flow. The radial component of the Euler force
is zero since W= ´F rEul is perpendicular to r. We note that ℓ
is the lower limit of the length scale at which the Euler force
can disturb the force balance on the crust, and the length scale
of the plastic flow can be larger than ℓ. Thus, the flip results in

the plastic flow of the surface layers with the length scale of
ℓ 103 cm.
During the flip, the strong Euler force on the crust may

trigger transient activities. If some energy is released and
results in forming a fireball, X-ray photons are emitted from it
(Thompson & Duncan 1995). If bursts occur in the early and
late phases of the flip, the polarization signature or X-ray
spectrum may change (Lyubarsky 2002; Yang & Zhang 2015;
Taverna & Turolla 2017; Yamasaki et al. 2020). This is
because they depend on the configuration of the magnetic field,
which changes before and after the flip for the observer. If the
fireball is formed near the magnetic pole, it expands and
accompanies a relativistic outflow (Thompson & Duncan 2001;
Ioka 2020; Yang & Zhang 2021; Wada & Ioka 2023). Due to
the strong Euler force, many baryons might be loaded on the
fireball, forming a relativistic outflow with high kinetic
luminosity (Wada & Ioka 2023; Wada & Asano 2024).
Since the Dzhanibekov effect may be a rare event, as

mentioned in Section 2, this scenario may not fully account for
all observed bursting activities of magnetars. We will construct
a more detailed model to study a proper prediction of this
scenario in future work. In addition to X-ray transients, the
gravitational waves from triaxial neutron stars may also be
expected as studied by Zimmermann (1980).
Some studies discuss a correlation between transient

activities and flips in neutron stars. Fliplike phenomena can
occur in newborn neutron stars due to their internal bulk
viscosity in the hydrodynamic regime (Dall’Osso et al. 2018).
This results in the emission of transient gravitational waves,
and potentially the energy injection into short gamma-ray
bursts. Such flips in newborn neutron stars may be related to
the initial distribution of the spin axis in our scenario. It is
pointed out that starquake-like phenomena are caused by the
angular momentum transfer between the crust and core (e.g.,
Link 2007; Goglichidze & Barsukov 2019). The rigid body
approximation for magnetars may be invalidated by an efficient
transfer of the internal angular momentum, which is also
responsible for the evolution of the spin. Even if a magnetar
behaves as a rigid body, the rotation around the second
principal axis should be dominant to satisfy the unstable

Figure 3. Magnitude of the Euler force on the crust, FEul, normalized by δFEla (see Equation (12)). The left panel shows the force at t = 0 (before the flip), the middle
panel shows it at t = 1.4 × 109P (during the flip), and the right panel shows it at t = 2.8 × 109P (after the flip) (see also Figures 1 and 2). The black arrow shows the
x2 axis. During the flip of the x2 axis (middle panel), the Euler force suddenly becomes stronger than before and after the flip.

Figure 4. Direction and strength of the Euler force seen from a positive X. The
color contour shows the strength of the Euler force normalized by δFela, and the
arrows show the direction of the Euler forces on the magnetar’s surface.
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What happens in the NS under the Dzhanibekov effect?
The waiting time for “flip”

Fig. 1 Examples of the Dhzanibekov e↵ect, ⌦(t). We set normalized parameters as

I3 = 1.0 + �, I2 = 1.0, I1 = 1.0� �, � = 10�6, and the angular velocity vector of ⌦ =

(�0.1,
p
1� 2⇥ 0.12,�0.1), where ⌦2 = 0 at t = 0 [27]. The panels (a), (b), and (c) are

snapshots of the magnetar’s body at t = �0.199⌧f , t = 0.001⌧f , and t = 0.199⌧f , respectively.

The arrow with a single head shows ⌦, while the arrow with double heads is the vector

orthogonal to ⌦̇. The panel (d) shows the components of the angular velocity. The star

symbols indicate the three distinct time points as displayed in panels (a), (b), and (c).

follows the line of intersections, and this motion is seen as a ”flip” in the laboratory frame

(see also [24] for the laboratory frame).

If and only if the magnetar’s shape does not deform during the Dhzanibekov e↵ect, the

flip happens periodically. The period can be written as

⌧f ⇠ 200 yr K,1�,�9
�1

P,0, (4)

where P,0 = (P/1 s) is the rotation period of the second principal axis and K is a numerical

dimensionless factor, respectively.2 The flip takes a time of ⇠ 0.1⌧f in the case considered by

[24] (see also Figure 1d). However, this periodicity may not be realized in our scenario because

of deformations of the magnetar as expected by [24] (i.e., the rigid body approximation is

broken within a finite time). We suppose that the glitch phenomena are due to the variation

2 The period depends on the inertial moment and rotation period of each axis. The numerical factor
K summarizes a combination of these e↵ects.
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⌧f ⇠ 200 yr K,1�,�9
�1

P,0, (4)

where P,0 = (P/1 s) is the rotation period of the second principal axis and K is a numerical

dimensionless factor, respectively.2 The flip takes a time of ⇠ 0.1⌧f in the case considered by

[24] (see also Figure 1d). However, this periodicity may not be realized in our scenario because

of deformations of the magnetar as expected by [24] (i.e., the rigid body approximation is

broken within a finite time). We suppose that the glitch phenomena are due to the variation

2 The period depends on the inertial moment and rotation period of each axis. The numerical factor
K summarizes a combination of these e↵ects.
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In the following, we define the magnetar outer layer of its body with the density ⇢ .
1012 g cm�3 and refer the material to the ‘crust’ [e.g., 28]. The crust is assumed to consist

of electrons and iron nuclei with (Z,A) = (26, 56) in this paper.

2.1. Unstable Free Precession of Magnetar

The magnetar with mass and radius of M⇤ ⇠ 1.4 M� and R⇤ ⇠ 106 cm is assumed to have

a triaxial body with an ellipticity of � (not completely spherical or axisymmetric) and its

initial spin axis does not coincide with any principal axes of inertia. Here, the ellipticity

of � ⌧ 1 is a free parameter, which can be tested by the gravitational wave observations,

[e.g., 29–31], the analysis of pulse profiles [32–36], and so on. When the angular velocity

around the second principal axis, ⌦2, initially dominates over the others (⌦2 � ⌦1,⌦3), the

direction of the second principal axis is unstable and eventually ‘flips’ (the Dzhanibekov

e↵ect). [24] analyzed the case as an example that the three eigenvalues of the moment of

inertial tensor are I3 > I2 > I1, where I2 = (2/5)M⇤R⇤
2, I1 = (1� �)I2, and I3 = (1 + �)I2.

Here, we review the Dhzanibekov e↵ect briefly [27]. Under the rigid body approximation,

the magnetar body follows the Euler equations in the body frame (x1, x2, x3) as

d⌦1

dt
+

I3 � I2

I1
⌦2⌦3 = 0,

d⌦2

dt
+

I1 � I3

I2
⌦3⌦1 = 0,

d⌦3

dt
+

I2 � I1

I3
⌦1⌦2 = 0, (1)

with the conservation laws of the energy

J1
2

I1
+

J2
2

I2
+

J3
2

I3
= 2E, (2)

and the angular momentum

J1
2 + J2

2 + J3
2 = J

2
, (3)

where Ji = Ii⌦i is the components of the angular momentum vector, J = |J | is the total

angular momentum (given constant), and E = (1/2)
P

i Ii⌦i
2 is the total energy (given con-

stant), respectively. In the state-space of J , the energy equation (2) represents the ellipsoid

with the semi-axes lengths of
p
2EI1,

p
2EI2, and

p
2EI3. While the angular momentum

equation (3) represents the sphere with a radius of J . The vector J varies according to the

Euler equations (1), and the head of J moves by pointing along the line of intersections

between the surfaces of the ellipsoid and the sphere.

The existence of the intersection line requires the condition of 2EI1 < J
2
< 2EI3 in our

case (I3 > I2 > I1). When J
2
! 2EI1 (J2

! 2EI3), the line becomes a small closed circle

asymptotically conversing to a pole of the ellipsoid on the J1 (J3) axis. This case can be

regarded as a stable precession: The direction of J does not so change in the laboratory

frame. In our case with ⌦2 � ⌦1,⌦3 and I3 ' I2 ' I1 (� ⌧ 1), the line becomes a large

closed circle: The direction of J drastically changes in the laboratory frame. This can be

regarded as an unstable situation, called the Dzhanibekov e↵ect. Figure 1 shows examples

of the temporal variation of the ⌦ (the black, single head arrow). The head of ⌦ ⇡ J/I2
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of angular velocity triggered by some non-trivial processes [e.g., 33]. The magnetar is not

required to follow fairly the solutions of the Euler equations, which are used to estimate the

breaking of the magnetar’s body in the following.

The Euler force becomes suddenly stronger in the flip term of �⌧f than in the interval

term with the period ⌧f . The magnitude of the sudden arising Euler force per unit mass can

be estimated by the Euler equations (1) as FEul = |r⇥⌦̇| ⇠ R⇤⌦2
�, where R⇤ is the radius

of the magnetar and ⌦ = 2⇡/P , respectively. Such a sudden rise of the Euler force may be

large enough to disturb the force balance between the Lorentz force and elastic force at the

crust, inducing the plastic flow (i.e., non-recovering deformations in continuum medium are

forced).

It is expected that a part of the crust will be breaking (or fracturing) when a degree

of deformation proceeds some criteria [e.g., 37, 38, discussed below]. We suppose that the

plastic flow eventually splits a part of the crust layer into two or more separated parts.

Then, we denote that “crack” is a material separation made by opening or sliding motions,

while “fracture” indicates a region/material significantly a↵ected by unstable crack growth

(or simply breaking part of the crust layer) in this paper.

At the beginning of the cracks made, the depth of the fractures H can be estimated by

comparing the total work by the Euler force and the critical elastic energy. The former can

be estimated as

WEul ⇠
�P

2

2M
⇠

MR⇤
2⌦4

�
2�⌧f

2

2
, (5)

where M is the mass within a volume of V ⌘ ⇡l
2
H, �P = MFEul�⌧f is a momentum gain

due to the Euler force, l is the length scale of the fractures, respectively. �⌧f is a timescale

within which the rigid body approximation is valid. From the force balance arguments, [24]

obtained l > 103 cm. The latter is

Uela,c = µ�c
2
V, (6)

where µ and �c are the shear modulus and the critical shear-strain of the crust. We adopt

these values as µ/⇢ = 1014 cm2 s�2(A/56)�4/3(Z/26)2⇢1/3,4 [28, 39] and �c = 0.01. The critical

shear-strain, �c, is currently not fully understood and predicted values range from 10�5 to

0.1 depending on approach [summarized in 38]. The density is derived from the hydrostatic

equilibrium and the polytrope equation of state with an index of 1.4,

⇢ = ⇢s

✓
H

Hs

◆5/2

, (7)

where we adopt ⇢s = 104 g cm�3 and Hs = 10 cm to reproduce the density profile derived

from e↵ective field theory in nuclear physics [see 40, for details]. Here, we regard that the

depth of H is equal to the density scale height H⇢ ⌘ �⇢/(d⇢/dr), where r is the radial

coordinate of the magnetar.

Setting �⌧f ⇠ 1.5⇥ 10�3
⌧f and M ⇠ ⇢V for simplicity, we find that WEul is larger than

Uela,c at ⇢ . 106 g cm�3 which corresponds to H . Hc = 63 cm (Figure 2). We find that

the Euler force can drive the plastic flow at the crust, eventually fracturing the crust at

⇢ . 106 g cm�3 within a timescale of �⌧f ⇠ 0.3 yr ��9P,0. The fractures can reach the

density scale of ⇢ ⇠ 106 g cm�3, at which a typical energy of the degenerate electrons in

the crust becomes relativistic, implying the leaking of electrons from the cracks against the
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Euler force appears

←0.1τf→
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required to follow fairly the solutions of the Euler equations, which are used to estimate the

breaking of the magnetar’s body in the following.

The Euler force becomes suddenly stronger in the flip term of �⌧f than in the interval

term with the period ⌧f . The magnitude of the sudden arising Euler force per unit mass can
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�, where R⇤ is the radius

of the magnetar and ⌦ = 2⇡/P , respectively. Such a sudden rise of the Euler force may be

large enough to disturb the force balance between the Lorentz force and elastic force at the

crust, inducing the plastic flow (i.e., non-recovering deformations in continuum medium are

forced).

It is expected that a part of the crust will be breaking (or fracturing) when a degree

of deformation proceeds some criteria [e.g., 37, 38, discussed below]. We suppose that the

plastic flow eventually splits a part of the crust layer into two or more separated parts.

Then, we denote that “crack” is a material separation made by opening or sliding motions,

while “fracture” indicates a region/material significantly a↵ected by unstable crack growth

(or simply breaking part of the crust layer) in this paper.

At the beginning of the cracks made, the depth of the fractures H can be estimated by
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H, �P = MFEul�⌧f is a momentum gain
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where µ and �c are the shear modulus and the critical shear-strain of the crust. We adopt

these values as µ/⇢ = 1014 cm2 s�2(A/56)�4/3(Z/26)2⇢1/3,4 [28, 39] and �c = 0.01. The critical

shear-strain, �c, is currently not fully understood and predicted values range from 10�5 to

0.1 depending on approach [summarized in 38]. The density is derived from the hydrostatic

equilibrium and the polytrope equation of state with an index of 1.4,
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where we adopt ⇢s = 104 g cm�3 and Hs = 10 cm to reproduce the density profile derived

from e↵ective field theory in nuclear physics [see 40, for details]. Here, we regard that the

depth of H is equal to the density scale height H⇢ ⌘ �⇢/(d⇢/dr), where r is the radial

coordinate of the magnetar.

Setting �⌧f ⇠ 1.5⇥ 10�3
⌧f and M ⇠ ⇢V for simplicity, we find that WEul is larger than

Uela,c at ⇢ . 106 g cm�3 which corresponds to H . Hc = 63 cm (Figure 2). We find that

the Euler force can drive the plastic flow at the crust, eventually fracturing the crust at

⇢ . 106 g cm�3 within a timescale of �⌧f ⇠ 0.3 yr ��9P,0. The fractures can reach the

density scale of ⇢ ⇠ 106 g cm�3, at which a typical energy of the degenerate electrons in

the crust becomes relativistic, implying the leaking of electrons from the cracks against the

5/22

*Work* by Euler force

of angular velocity triggered by some non-trivial processes [e.g., 33]. The magnetar is not

required to follow fairly the solutions of the Euler equations, which are used to estimate the

breaking of the magnetar’s body in the following.

The Euler force becomes suddenly stronger in the flip term of �⌧f than in the interval

term with the period ⌧f . The magnitude of the sudden arising Euler force per unit mass can
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plastic flow eventually splits a part of the crust layer into two or more separated parts.

Then, we denote that “crack” is a material separation made by opening or sliding motions,

while “fracture” indicates a region/material significantly a↵ected by unstable crack growth

(or simply breaking part of the crust layer) in this paper.
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where M is the mass within a volume of V ⌘ ⇡l
2
H, �P = MFEul�⌧f is a momentum gain

due to the Euler force, l is the length scale of the fractures, respectively. �⌧f is a timescale
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where µ and �c are the shear modulus and the critical shear-strain of the crust. We adopt

these values as µ/⇢ = 1014 cm2 s�2(A/56)�4/3(Z/26)2⇢1/3,4 [28, 39] and �c = 0.01. The critical
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equilibrium and the polytrope equation of state with an index of 1.4,
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where we adopt ⇢s = 104 g cm�3 and Hs = 10 cm to reproduce the density profile derived

from e↵ective field theory in nuclear physics [see 40, for details]. Here, we regard that the

depth of H is equal to the density scale height H⇢ ⌘ �⇢/(d⇢/dr), where r is the radial

coordinate of the magnetar.

Setting �⌧f ⇠ 1.5⇥ 10�3
⌧f and M ⇠ ⇢V for simplicity, we find that WEul is larger than

Uela,c at ⇢ . 106 g cm�3 which corresponds to H . Hc = 63 cm (Figure 2). We find that

the Euler force can drive the plastic flow at the crust, eventually fracturing the crust at

⇢ . 106 g cm�3 within a timescale of �⌧f ⇠ 0.3 yr ��9P,0. The fractures can reach the

density scale of ⇢ ⇠ 106 g cm�3, at which a typical energy of the degenerate electrons in

the crust becomes relativistic, implying the leaking of electrons from the cracks against the
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Elastic Potential Energy (*stiffness* of the crust material)

of angular velocity triggered by some non-trivial processes [e.g., 33]. The magnetar is not

required to follow fairly the solutions of the Euler equations, which are used to estimate the

breaking of the magnetar’s body in the following.

The Euler force becomes suddenly stronger in the flip term of �⌧f than in the interval

term with the period ⌧f . The magnitude of the sudden arising Euler force per unit mass can

be estimated by the Euler equations (1) as FEul = |r⇥⌦̇| ⇠ R⇤⌦2
�, where R⇤ is the radius

of the magnetar and ⌦ = 2⇡/P , respectively. Such a sudden rise of the Euler force may be

large enough to disturb the force balance between the Lorentz force and elastic force at the

crust, inducing the plastic flow (i.e., non-recovering deformations in continuum medium are

forced).

It is expected that a part of the crust will be breaking (or fracturing) when a degree

of deformation proceeds some criteria [e.g., 37, 38, discussed below]. We suppose that the

plastic flow eventually splits a part of the crust layer into two or more separated parts.

Then, we denote that “crack” is a material separation made by opening or sliding motions,

while “fracture” indicates a region/material significantly a↵ected by unstable crack growth

(or simply breaking part of the crust layer) in this paper.

At the beginning of the cracks made, the depth of the fractures H can be estimated by

comparing the total work by the Euler force and the critical elastic energy. The former can

be estimated as
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where M is the mass within a volume of V ⌘ ⇡l
2
H, �P = MFEul�⌧f is a momentum gain

due to the Euler force, l is the length scale of the fractures, respectively. �⌧f is a timescale

within which the rigid body approximation is valid. From the force balance arguments, [24]

obtained l > 103 cm. The latter is

Uela,c = µ�c
2
V, (6)

where µ and �c are the shear modulus and the critical shear-strain of the crust. We adopt

these values as µ/⇢ = 1014 cm2 s�2(A/56)�4/3(Z/26)2⇢1/3,4 [28, 39] and �c = 0.01. The critical

shear-strain, �c, is currently not fully understood and predicted values range from 10�5 to

0.1 depending on approach [summarized in 38]. The density is derived from the hydrostatic

equilibrium and the polytrope equation of state with an index of 1.4,
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where we adopt ⇢s = 104 g cm�3 and Hs = 10 cm to reproduce the density profile derived

from e↵ective field theory in nuclear physics [see 40, for details]. Here, we regard that the

depth of H is equal to the density scale height H⇢ ⌘ �⇢/(d⇢/dr), where r is the radial

coordinate of the magnetar.

Setting �⌧f ⇠ 1.5⇥ 10�3
⌧f and M ⇠ ⇢V for simplicity, we find that WEul is larger than

Uela,c at ⇢ . 106 g cm�3 which corresponds to H . Hc = 63 cm (Figure 2). We find that

the Euler force can drive the plastic flow at the crust, eventually fracturing the crust at

⇢ . 106 g cm�3 within a timescale of �⌧f ⇠ 0.3 yr ��9P,0. The fractures can reach the

density scale of ⇢ ⇠ 106 g cm�3, at which a typical energy of the degenerate electrons in

the crust becomes relativistic, implying the leaking of electrons from the cracks against the
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of angular velocity triggered by some non-trivial processes [e.g., 33]. The magnetar is not
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large enough to disturb the force balance between the Lorentz force and elastic force at the

crust, inducing the plastic flow (i.e., non-recovering deformations in continuum medium are

forced).

It is expected that a part of the crust will be breaking (or fracturing) when a degree

of deformation proceeds some criteria [e.g., 37, 38, discussed below]. We suppose that the

plastic flow eventually splits a part of the crust layer into two or more separated parts.

Then, we denote that “crack” is a material separation made by opening or sliding motions,

while “fracture” indicates a region/material significantly a↵ected by unstable crack growth

(or simply breaking part of the crust layer) in this paper.

At the beginning of the cracks made, the depth of the fractures H can be estimated by
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where we adopt ⇢s = 104 g cm�3 and Hs = 10 cm to reproduce the density profile derived

from e↵ective field theory in nuclear physics [see 40, for details]. Here, we regard that the

depth of H is equal to the density scale height H⇢ ⌘ �⇢/(d⇢/dr), where r is the radial

coordinate of the magnetar.

Setting �⌧f ⇠ 1.5⇥ 10�3
⌧f and M ⇠ ⇢V for simplicity, we find that WEul is larger than

Uela,c at ⇢ . 106 g cm�3 which corresponds to H . Hc = 63 cm (Figure 2). We find that

the Euler force can drive the plastic flow at the crust, eventually fracturing the crust at

⇢ . 106 g cm�3 within a timescale of �⌧f ⇠ 0.3 yr ��9P,0. The fractures can reach the

density scale of ⇢ ⇠ 106 g cm�3, at which a typical energy of the degenerate electrons in

the crust becomes relativistic, implying the leaking of electrons from the cracks against the
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forced).

It is expected that a part of the crust will be breaking (or fracturing) when a degree
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plastic flow eventually splits a part of the crust layer into two or more separated parts.

Then, we denote that “crack” is a material separation made by opening or sliding motions,

while “fracture” indicates a region/material significantly a↵ected by unstable crack growth

(or simply breaking part of the crust layer) in this paper.

At the beginning of the cracks made, the depth of the fractures H can be estimated by

comparing the total work by the Euler force and the critical elastic energy. The former can

be estimated as
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where we adopt ⇢s = 104 g cm�3 and Hs = 10 cm to reproduce the density profile derived

from e↵ective field theory in nuclear physics [see 40, for details]. Here, we regard that the

depth of H is equal to the density scale height H⇢ ⌘ �⇢/(d⇢/dr), where r is the radial

coordinate of the magnetar.

Setting �⌧f ⇠ 1.5⇥ 10�3
⌧f and M ⇠ ⇢V for simplicity, we find that WEul is larger than

Uela,c at ⇢ . 106 g cm�3 which corresponds to H . Hc = 63 cm (Figure 2). We find that

the Euler force can drive the plastic flow at the crust, eventually fracturing the crust at

⇢ . 106 g cm�3 within a timescale of �⌧f ⇠ 0.3 yr ��9P,0. The fractures can reach the

density scale of ⇢ ⇠ 106 g cm�3, at which a typical energy of the degenerate electrons in

the crust becomes relativistic, implying the leaking of electrons from the cracks against the
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H = -ρ(dr/dρ)

Fig. 2 Comparison of the total work of the Euler force (solid line) and the critical

elastic energy (broken line). The hatched region indicates the region where the Fermi energy

of electrons is relativistic (⇢ > 106 g cm�3). We adopt R⇤ = 106 cm, �⌧f = 1.5⇥ 10�3
⌧f ,

�c = 0.01, l = 104 cm, and M = ⇢V .

gravitational potential. The estimates for the magnitude of WEul and Uela,c can be written

by introducing �⌧f = ↵⌧f as, respectively,

WEul ⇠ 5.6⇥ 1030 erg ↵,�1
2
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Thus, the magnetar is drastically fractured if the Euler force works full-time of the

Dzhanibekov e↵ect. For ↵ ⇠ 0.1, WEul = Uela,c is given at unacceptable density scale of

⇢ ⇠ 1018 g cm�3 (or depth of H ⇠ 40 km), while the central density of neutron stars is esti-

mated as ⇠ 1014 g cm�3 [e.g., 40, 41]. The magnetar is no longer regarded as a rigid body,

and the phenomenon may stop at a time of ⌧ 0.1⌧f .

The estimated timescale �⌧f = 1.5⇥ 10�3
⌧f taken in Figure 2 is comparable with one of

the observed glitches associated with bursting phenomena [e.g., 42, for PSR J1846-0258].

In the case of SGR 1935+2154 with a quicker glitch-burst association [⇠ 10 hours, 26], a

larger ellipticity of � ⇠ 10�6 is required. The X-ray pulse emission analysis implies such a
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What happens in the NS under the Dzhanibekov effect?

Fig. 2 Comparison of the total work of the Euler force (solid line) and the critical
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Euler vs. Stiffness The crust will be
significantly affected within 
Δτf ~ 10-3 τf ~ 3 months δ-9-1

Cracks reaches at H ~ 63 cm

Euler force can deform the NS surface at
ρ < 1.0e6 g/cc (r < 60 cm)

(Outer crust)
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At a Moment of Phenomenon (Shimoda&Wada 2025)

Fig. 4 Schematic illustration of the ion acceleration due to the self-discharge e↵ects by

the degenerate electron streaming.
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is the ion-ion Coulomb collision rate. Here, we omit the Coulomb logarithm for simplicity.

This estimate may be valid for the ions running around the ‘head’ of current. The field

strength of ZeEres ⇠ 5.6⇥ 1022 eV cm�1
⇢c

4/3 (Z/26)13/3 (A/56)�5/6 (Ti/0.3 keV)�3/2 is

much smaller than the critical strength given by the classical radiation loss limit6 of ZeErad ⇠

3qi2/2rcl,i2 ⇠ 43⇥ 1024 eV cm�1(Z/26)�2(A/56)2, where rcl,i ⌘ qi
2
/mic

2.

The ions with an energy of � Ti can run away from the cluster of the colliding ions

and be injected into the acceleration. We parameterize the injection energy by ⌘ > 1 as

✏inj = ⌘Ti, giving the number density of ions into the acceleration as ninj ⇠ nie�⌘. Note that

the ⌘ may be a function of time in reality. The acceleration should be stopped when the

ions undergo the nuclear spallation reaction. We simply set the cross-section as �A ⇠ ⇡aA
2,

where aA = 4.59⇥ 10�13 cm(A/56)1/3 is the radius of stable nucleus [e.g., 64], and the mean

free path is lmfp ⇠ 1/ninj�A. Thus, the maximum energy of the accelerating ion can reach

⇠ 1021 eV = ZeV scale;

✏i,max ⇠ ZeEreslmfp ⇠ 1.2 ZeV⇢c
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where we suppose ⌘ = 5. The acceleration takes a time of ⇠ lmfp/c ⇠ 7.0⇥ 10�13 s = 0.7 ps.

Even if the fraction of ions in the acceleration is small (⌘ � 1) and the electric field

becomes strong as Eres ⇠ Erad due to non-trivial e↵ects (e.g., detailed progressions of the

leaking plasma, probabilistic experience of the nuclear spallation reactions, and so on), the

maximum energy may be limited by the depth of fractures Hc ⇠ 63 cm; the pair plasma

6 It should be noted that the radiation reaction or the self-force problem may still be open questions
[e.g., 60–63].
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The deposited energies in tangled magnetic fields can be such an additional energy source.

The fields can be formed around the crust layer, as implied by one of the latest simulations

of core-collapse supernovae [58]. If the sudden activation of the crust a↵ects the inner core

region of ⇢ & ⇢ND, the tangled fields can ‘push’ the crust with their magnetic pressure.

The deposited energy in the tangled fields should be limited by the gravitational potential

energy of Ugrav ⇠ GM⇤
2
/R⇤ ⇠ 5⇥ 1053 erg. Thus, if an energy of ⇠ 0.01-0.1 Ugrav becomes

available, the total energy of the burst can reach one estimated in GRBs.

We currently can not conclude whether the bursting phenomena studied here correspond

to known/already-observed transient events. Further studies along the lines mentioned above

should be performed in the future.

3. Acceleration of Ions

As mentioned in previous studies [e.g., 7–9], magnetar’s outflow (wind) is expected as one

of the sources of ultrahigh-energy CRs. The problem pointed out by the authors themselves

is that there is no firm explanation of the ion injection process in the acceleration region. In

our scenario, the ion injection is naturally expected. If the rotation period of the magnetar

is P ⇠ 1 ms as the authors assumed (e.g., a newborn neutron star is considered), some ions

can be accelerated in the magnetospheric voltage drops across the magnetic field [7, 9] or in

the shock waves [8, the so-called internal shock model is adopted].

We suggest another idea of the ion acceleration mechanism associated with the magnetar

burst in our scenario, which does not assume such a small rotation period of P ⇠ 1 ms.

Here, we consider a specific situation: The cracks appear near the magnetic pole and lie

perpendicularly to the magnetic field line.

The degenerate electrons stream along the magnetic field at ⇢ < ⇢fb, while the ions are not

relativistic and not degenerate; xr,i = (me/mi)Z1/3
xr,e ' 2.9⇥ 10�5

⇢,6
1/3, (✏F,i �mic

2) '

0.02 keV, and Ti = ~!p,i ' 0.3 keV⇢,6
1/2. The idea of ion acceleration is similar to the e↵ect

of ‘self-discharge’ by streaming high-energy particles [e.g., 59]. Figure 4 shows a schematic

illustration of the e↵ect.

We consider a moment at the beginning of the burst phenomenon when the Euler force

makes the fractures at the depth of H ⇠ Hc = 63 cm (⇢ ⇠ ⇢c = 106 g cm�3). The initial

number flux of the leaking electrons may be �ene�ec ⇠ cxr,cne,c (i.e., �e =
p

1 + xr,c
2), where

�e ' 1 is the electron linear velocity divided by the speed of light, �e = 1/
p

1� �e
2, ne,c =

Z⇢,c/Amp, and xr,c = xr,e(⇢c), respectively.

The electric current due to the electrons is je = �e�ene�ec, where e is the elementary

charge. The ions should compensate for the charge separation, so their current becomes

jret = Ze�ini�ic = �je. However, the compensation is delayed due to the ion-ion collisions.

Since the state space of ions is sparsely occupied (Ti � ✏F,i), the ion-ion collisions dissipate

the ions’ coherent motion along the magnetic field. As a result, the electric field is induced

to compensate for the charge separation and the field strength can be estimated by equating

the acceleration term due to the electric field and the dissipation term due to the collision,

�iniqiE ⇠ �mi�ini�ic⌦C,ii as (Ohm’s law)

Eres ⇠ �
mi

qi
�ic⌦C,ii ⇠

mi

Z2e

⌦C,ii

�ini
cxr,ene,c, (13)
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The deposited energies in tangled magnetic fields can be such an additional energy source.

The fields can be formed around the crust layer, as implied by one of the latest simulations
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region of ⇢ & ⇢ND, the tangled fields can ‘push’ the crust with their magnetic pressure.
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available, the total energy of the burst can reach one estimated in GRBs.

We currently can not conclude whether the bursting phenomena studied here correspond

to known/already-observed transient events. Further studies along the lines mentioned above

should be performed in the future.

3. Acceleration of Ions

As mentioned in previous studies [e.g., 7–9], magnetar’s outflow (wind) is expected as one

of the sources of ultrahigh-energy CRs. The problem pointed out by the authors themselves

is that there is no firm explanation of the ion injection process in the acceleration region. In

our scenario, the ion injection is naturally expected. If the rotation period of the magnetar

is P ⇠ 1 ms as the authors assumed (e.g., a newborn neutron star is considered), some ions

can be accelerated in the magnetospheric voltage drops across the magnetic field [7, 9] or in
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the ions’ coherent motion along the magnetic field. As a result, the electric field is induced

to compensate for the charge separation and the field strength can be estimated by equating
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Fig. 4 Schematic illustration of the ion acceleration due to the self-discharge e↵ects by

the degenerate electron streaming.

where we use jret = �je and suppose the conservation of the number flux, �ene�ec ⇠ xr,enec,
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is the ion-ion Coulomb collision rate. Here, we omit the Coulomb logarithm for simplicity.

This estimate may be valid for the ions running around the ‘head’ of current. The field

strength of ZeEres ⇠ 5.6⇥ 1022 eV cm�1
⇢c

4/3 (Z/26)13/3 (A/56)�5/6 (Ti/0.3 keV)�3/2 is

much smaller than the critical strength given by the classical radiation loss limit6 of ZeErad ⇠

3qi2/2rcl,i2 ⇠ 43⇥ 1024 eV cm�1(Z/26)�2(A/56)2, where rcl,i ⌘ qi
2
/mic

2.

The ions with an energy of � Ti can run away from the cluster of the colliding ions

and be injected into the acceleration. We parameterize the injection energy by ⌘ > 1 as

✏inj = ⌘Ti, giving the number density of ions into the acceleration as ninj ⇠ nie�⌘. Note that

the ⌘ may be a function of time in reality. The acceleration should be stopped when the

ions undergo the nuclear spallation reaction. We simply set the cross-section as �A ⇠ ⇡aA
2,

where aA = 4.59⇥ 10�13 cm(A/56)1/3 is the radius of stable nucleus [e.g., 64], and the mean

free path is lmfp ⇠ 1/ninj�A. Thus, the maximum energy of the accelerating ion can reach

⇠ 1021 eV = ZeV scale;

✏i,max ⇠ ZeEreslmfp ⇠ 1.2 ZeV⇢c
1/3
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where we suppose ⌘ = 5. The acceleration takes a time of ⇠ lmfp/c ⇠ 7.0⇥ 10�13 s = 0.7 ps.

Even if the fraction of ions in the acceleration is small (⌘ � 1) and the electric field

becomes strong as Eres ⇠ Erad due to non-trivial e↵ects (e.g., detailed progressions of the

leaking plasma, probabilistic experience of the nuclear spallation reactions, and so on), the

maximum energy may be limited by the depth of fractures Hc ⇠ 63 cm; the pair plasma

6 It should be noted that the radiation reaction or the self-force problem may still be open questions
[e.g., 60–63].
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Fig. 4 Schematic illustration of the ion acceleration due to the self-discharge e↵ects by

the degenerate electron streaming.
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Very strong Electric field is induced.

The deposited energies in tangled magnetic fields can be such an additional energy source.

The fields can be formed around the crust layer, as implied by one of the latest simulations

of core-collapse supernovae [58]. If the sudden activation of the crust a↵ects the inner core

region of ⇢ & ⇢ND, the tangled fields can ‘push’ the crust with their magnetic pressure.

The deposited energy in the tangled fields should be limited by the gravitational potential
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2
/R⇤ ⇠ 5⇥ 1053 erg. Thus, if an energy of ⇠ 0.01-0.1 Ugrav becomes

available, the total energy of the burst can reach one estimated in GRBs.
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is P ⇠ 1 ms as the authors assumed (e.g., a newborn neutron star is considered), some ions
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Fig. 4 Schematic illustration of the ion acceleration due to the self-discharge e↵ects by

the degenerate electron streaming.
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where we suppose ⌘ = 5. The acceleration takes a time of ⇠ lmfp/c ⇠ 7.0⇥ 10�13 s = 0.7 ps.

Even if the fraction of ions in the acceleration is small (⌘ � 1) and the electric field

becomes strong as Eres ⇠ Erad due to non-trivial e↵ects (e.g., detailed progressions of the

leaking plasma, probabilistic experience of the nuclear spallation reactions, and so on), the

maximum energy may be limited by the depth of fractures Hc ⇠ 63 cm; the pair plasma

6 It should be noted that the radiation reaction or the self-force problem may still be open questions
[e.g., 60–63].
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Fig. 4 Schematic illustration of the ion acceleration due to the self-discharge e↵ects by

the degenerate electron streaming.
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Fig. 4 Schematic illustration of the ion acceleration due to the self-discharge e↵ects by

the degenerate electron streaming.
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Rapporteur’s summary of CRI in ICRC2023

1

Large scale anisotropies

5

We can see the whole sky: 
better reconstruction of large 
scales structures
no assumption needed on higher ℓ 
when measuring the dipole and 
quadrupole amplitudes
(unlike in Auger-only or TA-only 
studies)

The only significant feature found 
is a dipole pointing away from 
the GC at lower energiesEquatorial

Conclusions

11

- We updated the all-sky search 
for anisotropies in the arrival 
directions of UHECR using the 
latest datasets from TA (14 years) 
and Auger (19 years). 

- We confirm the presence of a 
dipole pointing away from the GC 

- A catalog likelihood analysis using 
the starburst catalog rejects 
isotropy at ∼4.6σ post trial 

The ongoing upgrades of the two 
observatories, AugerPrime and TAx4 
will improve significantly this kind of 
analyses in the next years
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Figure 10: UHECR sky-maps around the “ankle”, “cutoff”, and above 100 EeV. The flux sky-map
of 45� oversamplings with energies around the “ankle” region (top-left) and significance sky-map of 25�

oversamplings around the “cutoff” region (top-right) in equatorial coordinates reported by the Auger-TA
anisotropy working group [65]. The bottom figure indicates the arrival directions of UHECRs above
100 EeV measured by Auger and TA, together with nearby astronomical source candidates.

7.2 UHECR “astronomy”

The most significant anisotropy at the highest energies was reported by Auger in the direction
of Centaurus A with a significance of 4.0f above 38 EeV using 27 degrees oversamplings [64].
A flux pattern analysis of the southern sky using a catalog of nearby starburst galaxies resulted
in a significance of 3.8f under a 9% anisotropic fraction and 25 degree angular-scale [64]. TA
shows two hotspots, one of 2.8f above 57 EeV in the direction of Ursa Major, and of 3.3f above
25 EeV in the direction of the Perseus-Pisces Supercluster [5]. The TA hotspots were tested by
Auger using a compatible exposure. No excesses were found in these directions [64]. Further
Cross checks and independent measurements are crucial to increase the currently limited statistics
and hence reliability of these results. The Collaboration between Auger and TA for anisotropy
studies was tasked with measuring the all sky-map at the highest energies [65] and making possible
interpretations [66] as shown in Figure 10. Surprisingly, no excess has been found from the Virgo
cluster which is the most promising source candidate for UHECRs. This has been dubbed the
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Instant ZeV-ion-acceleration in Upset Magnetar Origin Bursts
→ IZUMO Bursts

The *cracked* Area is ~ πl2 ~ 3.0e8 cm2 .
ΔΩang~πl2/(4πR*

2)~1.0e-6, H ~ 100 m/R*~1.0e-2 (R*/10 km)-1

For the Earth…
ΔAEarth~4πREarth

2ΔΩang~510 km2 (出雲市~624 km2)
HEarth ~ REarth (H/R*) ~ 63.71 km

出雲市（~ 624 km2）が吹き⾶んで深さ~60 kmの⽳を作るくらい。
(Not So Drastic)
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Figure 1. Background subtracted and deadtime-corrected light curve of burst-G in the 20-200 keV range obtained with the
IBIS/ISGRI instrument. We used an adaptive binning to ensure at least 40 counts per time bin. All the times are in the
geocentric frame and referred to to=14:34:24 UTC of April 28, 2020. The blue lines (at 0.19, 0.395, 0.536, and 0.79 s) indicate
the time intervals used for the spectral and imaging analysis. The orange line (adapted from Fig. 1 of The CHIME/FRB
Collaboration et al. 2020a) marks the position of the radio pulses. The inset shows the brightest part of the burst, binned
with a minimum of 25 counts per bin. The red line is the fit to the ISGRI unbinned data with a combination of Gaussian
curves (see text for details), that yields the following times for the three narrow peaks: t1=0.434+0.004

�0.002 s, t2=0.462±0.001 s, and
t3=0.493+0.002

�0.003 s. The radio pulses are represented in the inset with two Gaussian curves centered at 0.42648 s and 0.45545 s.

ters. We ignore channels below 32 keV, owing to system-
atic uncertainty in the response calibration and limit our
fits below 300 keV, where the source is significantly de-
tected. Besides all the e↵ects taken into account by the
standard INTEGRAL analysis software, the fluxes given
below are corrected for the e↵ect of dead-time, which is
of 0.1ms in each of the eight detector modules that com-
pose the ISGRI instrument.

We extracted a total spectrum from a time interval
of 0.6 s starting at to+ 0.19 s, as well as three spec-
tra for the sub-intervals3 indicated by the blue lines in
Fig. 1. A single power-law could not fit well the total
spectrum (photon index � = 2.1±0.1, reduced �2

⌫ = 3.6
for 14 degrees of freedom (dof). Using an exponentially
cuto↵ power-law, we obtained a best-fit photon index
� = 0.7+0.4

�0.2, peak energy Ep = 65 ± 5 keV, and 20–200

3 It is possible to extract a spectrum in such a short time in-
terval with the INTEGRAL O✏ine Scientific Analysis only
starting from version 11. However, for a source with such a
bright burst, we had to disable the automatic noisy pixel detec-
tion, by setting the parameter NoisyDetFlag=0 in the program
ibis science analysis.

keV flux of (10.2 ± 0.5) ⇥ 10�7 erg s�1 cm�2 (�2

⌫ = 1.8
for 13 dof).

The X-ray spectra of SGR bursts are often fit also with
the sum of two black-body models. In this case, to avoid
that the two components swap in the posterior sampling,
we imposed that one temperature is below 20 keV and
the other one above this value in our prior limits. We
found a best fit with temperatures kT1 = 11.0±1.3 keV,
kT2 = 30 ± 4 keV and radii R1 = (0.83+0.18

�0.14) d4.4 km,
R2 = (0.12± 0.04) d4.4 km (�2

⌫ = 1.6 for 12 dof).

To search for possible spectral variations, we first fit-
ted simultaneously the spectra of the three sub-intervals
with the cut-o↵ power law model, keeping both � and
Ep tied among the three spectra, and then checked
with the F-test statistics the significance of fit improve-
ments obtained with either or both parameters free to
vary. Imposing only a common slope, we obtained
�2/dof=46/41 (compared to �2/dof=58/43 with both
parameters tied), that corresponds to 0.7% chance prob-
ability of the fit improvement. The best fit parame-
ters are � = 0.62+0.22

�0.18, Ep of 34 ± 8 keV (before main
pulse), 60 ± 5 keV (main pulse), and 125+50

�29
keV (af-

ter main pulse), and 20–200 keV fluxes of 1.9+0.2
�0.3, 32

+2

�1
,

Fig. 3 The total internal energy of electrons. The hatched regions indicate the regions

where, from right to left, the Fermi energy of electrons is relativistic (⇢ > 106 g cm�3),

the Fermi energy of electrons is larger than the excitation energy of the first Landau level

(⇢ > 108.5 g cm�3), and the neutron drip density ⇢ > 4⇥ 1011 g cm�3. We adopt l = 104 cm

and B = 1015 G, respectively. The horizontal lines at 1035 erg and 1040 erg indicate total

energies of the FRB and X-ray short bursts for SGR 1935+2154 mentioned in Section 1,

respectively.

The energy density of photons, ⇠ Tph
4
/(~c)3, may increase as the pair cre-

ation/annihilation progresses. The cold ions with the initial internal energy density of

⇠ nfb,iTfb,i are heated by the photons, where Tfb,i = ~!p,i ' 6.2 keV ⇢fb
1/2 and Tfb,i ��

✏F,i �mic
2
�
' 0.7 keV may allow us to approximate the equation of state as the ideal

gas. 4 The radiation pressure of the photons a↵ects the ion gas dynamics. This e↵ect may be

significant when nfb,i~!p,i ⇠ Tph
4
/(~c)3, leading to Tph ⇠ 120 keV ⇢fb

3/8. The luminosity of

the photons can be Lph ⇠ ⇡l
2
cTph

4
/(~c)3 ⇠ 3⇥ 1041 erg s�1

l,4
2
⇢fb

3/2. Since the luminosity

is much larger than the Eddington limit for a solar mass object, LEdd ⇠ 1038 erg s�1, the

crust material initially at ⇢ . ⇢fb may be expelled.

4 The exact distribution function and relevant equation of state may deviate from the case of the
Maxwell-Boltzmann distribution [e.g., 43, 44]. However, we follow the simplification used in e.g., [45].
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The detector was in this configuration from 23 September 2022 until 11 
September 2023, when seven further lines were installed. After remov-
ing data acquired in the detector commissioning phase and during 
detector calibration periods, 287.4 days of data taking were selected for 
analysis with this configuration. During this period, about 110 million 
events were triggered and KM3-230213A is the highest-energy event 
observed. KM3-230213A is visualized in Fig. 1. A total of 28,086 hits 
were registered by the 21 detection lines. Owing to the large amount of 
detected light, the PMTs closest to the muon trajectory are saturated. 
As expected for very-high-energy muons, at least three large showers, 
probably because of energy-loss processes, are observed along the 
track (more details are provided in the Supplementary Materials).

The muon trajectory is reconstructed from the measured times and 
positions of the first hits recorded on the PMTs, using a maximum- 
likelihood algorithm, described in Methods. KM3-230213A is the event 
with the best track log-likelihood among all those collected in this detec-
tor configuration, indicative of a highly relativistic muon travelling 
several hundreds of metres through the detector. The direction of KM3-
230213A is reconstructed as near-horizontal, originating 0.6° above 
the horizon at an azimuth of 259.8° (azimuth angles increase clock-
wise, with north at 0°). The uncertainty on the direction is estimated  
to be 1.5° (68% confidence level), dominated by the present systematic 
uncertainty on the absolute orientation of the detector. The origin of 
this uncertainty is described in Methods. A dedicated sea campaign 
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Fig. 1 | Views of the event. a, Side and top views of the event. The reconstructed 
trajectory of the muon is shown as a red line, along with an artist’s representation 
of the Cherenkov light cone. The hits of individual PMTs are represented by 
spheres stacked along the direction of the PMT orientations. Only the first  
five hits on each PMT are shown. As indicated in the legend, the spheres are 
coloured according to the detection time relative to the first triggered hit. The 
size of the spheres is proportional to the number of photons detected by the 

corresponding PMT. The locations of the secondary cascades, discussed in 
the Supplementary Material, are indicated by the black spheres along the muon 
trajectory. The north direction is indicated by a red arrow. A 100-m scale and 
the Eiffel Tower (330 m height, 125 m base width) are shown for size comparison. 
b, Zoomed-in view of the optical modules that are close to the first two observed 
secondary showers in the event. Here light-blue spheres represent hits that 
arrive within −5 to 25 ns of the expected Cherenkov arrival times.
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CRs
B-field

Turbulence
Star formation

宇宙線の起源と，宇宙における役割
をキーワードにして研究しています．

Magnetar?

１）銀河宇宙線の起源解明のための研究
偏光Hαなど＋SED
２）宇宙線と星形成史の関係について
銀河宇宙線＋星形成史＋地球環境
３）>100 EeV宇宙線の加速機構について
突発天体＋『中性』宇宙線天⽂学


