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Table 1
Parameters of the discovered MW satellites.

Name α δ Signif m−M Dist⊙ MV rmaj r1/2 r1/2 e PA BF(ell)
[deg] [deg] [mag] [kpc] [mag] [arcmin] [arcmin] [pc] [deg]

Reticulum 2 53.9256 −54.0492 48.5 17.4 30 -2.7±0.1 3.4±0.2 3.7±0.2 32±1 0.58+0.03
−0.03 71±1 >1000

Eridanus 2 56.0878 −43.5332 31.5 22.9 380 -6.6±0.1 1.2±0.1 1.6±0.1 172±12 0.39+0.07
−0.07 80±6 1113

Horologium 1 43.8820 −54.1188 28.4 19.5 79 -3.4±0.1 0.9±0.1 1.3±0.2 30±3 0.16+0.12
−0.12 55±50 0.35

Pictoris 1 70.9475 −50.2830 17.3 20.3 114 -3.1±0.3 0.7±0.2 0.9±0.2 31±7 0.39+0.19
−0.22 79±23 1.41

Phoenix 2 354.9975 −54.4060 13.9 19.6 83 -2.8±0.2 0.9±0.2 1.1±0.2 27±5 0.38+0.18
−0.19 150±54 1.81

Indus 1 317.2044 −51.1656 13.7 20.0 100 -3.5±0.2 0.9±0.3 1.4±0.4 39±11 0.22+0.16
−0.16 82±50 0.46

Grus 1a 344.1765 −50.1633 10.1 20.4 120 -3.4±0.3 1.6±0.6 2.0±0.7 70±23 0.37+0.24
−0.25 48±60 1.01

Eridanus 3 35.6897 −52.2837 10.1 19.7 87 -2.0±0.3 0.6±0.3 0.7±0.3 18±8 0.34+0.23
−0.23 89±36 0.81

Tucana 2 342.9664 −58.5683 8.3 19.2 69 -4.4±0.1 7.3±1.2 9.9±1.4 199±28 0.31+0.16
−0.17 106±22 1.29

aAs this object is located very close to the CCD chip gap,’+ its morphological properties should be treated with caution

PSF magnitudes of star-like objects are given by the
MAG_PSF output of SExtractor. As an indicator of star-
galaxy separation we use the SPREAD_MODEL parame-
ter provided by SExtractor. This is a metric simi-
lar to psfmag-modelmag used by SDSS (see Fig. 1).
A sensible selection threshold for bright stars would
be |SPREAD_MODEL| < 0.003 (Annunziatella et al. 2013),
however for faint magnitudes this cut causes significant
incompleteness in stars. Therefore, instead we choose to
require:4

|SPREAD_MODEL| < 0.003 + SPREADERR_MODEL (1)

This particular cut ensures that the stellar complete-
ness remains reasonably high at faint magnitudes, while
the contamination is kept low at the same time. The
behaviour of 0.003 + SPREADERR_MODEL as a function
of magnitude shown in Figure 1 explains why a fixed
SPREADERR_MODEL threshold is suboptimal. To assess the
levels of completeness and contamination induced by our
stellar selection, we use a portion of the DES-covered
area of sky overlapping with the CFHTLS Wide survey
(Hudelot et al. 2012). This is a dataset of comparable
depth, for which morphological object classifications are
provided. Figure 2 gives the resulting performance of the
stellar selection procedure in which Equation 1 is applied
to both g and r-band catalogues. In particular, the Fig-
ure gives completeness (black solid histogram) calculated
as the fraction of objects classified as stars by CFHTLS
(their CLASS_STAR>0.5) which are also classified as stars
by our cuts applied to the DES data. Similarly, con-
tamination can be gleaned from the fraction of objects
classified as galaxies by the CFHTLS but as stars by our
DES cuts (red dashed line). It is reassuring to observe
low levels of contamination all the way to the very mag-
nitude limit of the DES survey. At the same time, com-
pleteness is high across a wide range of magnitudes and
only drops to ∼ 60% for objects fainter than r ∼ 22. It
is also worth noting that the star-galaxy separation cri-
teria employed in this work may not be ideally suited for
other studies, as they may have different requirements in
terms of the balance between the completeness and the
contamination.
In the stellar catalogues built using the procedure

described above, the magnitudes are equivalent to the

4 http://1.usa.gov/1zHCdrq

SDSS gri. Consequently, the extinction coefficients
used are those suitable for the SDSS photometric sys-
tem, while the dust reddening maps employed are from
Schlegel et al. (1998). Note that the depth of the result-
ing catalogues varies somewhat across the DES footprint,
but could be approximately estimated from the source
number counts in g, r, i filters. These number counts
peak at magnitudes 23.7, 23.6, 22.9 in g, r, i correspond-
ingly, indicating that the catalogues start to be signifi-
cantly affected by incompleteness at somewhat brigher
magnitudes g∼23.5, r∼23.4, i∼22.7.
To illustrate the quality of the resulting catalogue, Fig-

ure 3 displays the density of the Main Sequence Turn-
Off (MSTO; 0.2<g−r<0.6) stars on the sky. The den-
sity of stars with 19<r<21 (corresponding to distances of
10−25kpc) is shown in the green channel, more distant
stars with 21<r<22.75 (corresponding to distances of
25−56kpc) are used for the red channel, and the nearby
stars with 17<r<19 (distances of 4−10kpc) in the blue
channel. This map is an analog of the ”Field of Streams”
picture by Belokurov et al. (2006). The density distribu-
tion is very uniform thus confirming the high precision
and the stability of the photometry as well as the robust-
ness of the star-galaxy separation across the survey area.
The map also reveals some of the most obvious overden-
sities discovered in this work, at least two of which are
visible as bright pixels in the Figure.

3. SEARCH FOR STELLAR OVER-DENSITIES

To uncover the locations of possible satellites lurking
in the DES data, we follow the approach described in
Koposov et al. (2008); Walsh et al. (2009). In short, the
satellite detection relies on applying a matched filter to
the on-sky distributions of stars selected to correspond
to a single stellar population at a chosen distance. The
matched filter is simply a difference of 2D Gaussians,
the broader one estimating the local background density,
while the narrow one yielding the amplitude of the den-
sity peak at the location of the satellite.
We start by taking a catalogue of sources classified as

stars. A sub-set of these is then carved out with either a
set of colour-magnitude cuts or with an isochrone mask
offset to a trial distance modulus. Then a 2D on-sky
density map of the selected stars is constructed, keeping
the spatial pixel sufficiently small, e.g. 1′ on a side. At
the next step, the density map is convolved with a set
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DES J0335.6-5403

FIG. 2. Bin-by-bin integrated energy-flux upper limits at 95% confidence level for the eight DES dSph candidates modeled as
point-like sources.

for Galactic di↵use emission derived from an all-sky fit
to the Pass 7 Reprocessed data,4 but with a small (<
10%) energy-dependent correction to account for di↵er-
ences in the Pass 8 instrument response.5 Additionally,
we model extragalactic gamma-ray emission and residual
charged particle contamination with an isotropic model
fit to the Pass 8 data. These models will be included in
the forthcoming public Pass 8 data release. Point-like
sources from the recent 3FGL catalog [34] within 15� of
the ROI center were also included in the ROI model.
The spectral parameters of these sources were fixed at
their 3FGL catalog values. The flux normalizations of
the Galactic di↵use and isotropic components and 3FGL
catalog sources within the 10� ⇥ 10� ROI were fit simul-
taneously in a binned likelihood analysis over the broad-
band energy range from 500 MeV to 500 GeV. The fluxes
and normalizations of the background sources are insen-
sitive to the inclusion of a putative power-law source at
the locations of the DES dSph candidates, as expected
when there is no bright point source at the center of the
ROI.

In contrast to Ackermann et al. [17], we modeled the
dSph candidates as point-like sources rather than spa-

4
http://fermi.gsfc.nasa.gov/ssc/data/access/lat/

BackgroundModels.html

5 Standard LAT analyses treat the di↵use emission model as being
defined in terms of true energy, but the model was necessarily de-
rived from the measured energies of events. This implies a weak
dependence of the model on the instrument response functions.
The correction applied to the di↵use emission model accounts for
the di↵erent energy dependence of the e↵ective area and energy
resolution between Pass 7 Reprocessed and Pass 8.

tially extended Navarro, Frenk and White (NFW) DM
density profiles [35]. This choice was motivated by the
current uncertainty in the spatial extension of the DM
halos of these new objects. Previous studies have shown
that the LAT flux limits are fairly insensitive to model-
ing dSph targets as point-like versus spatially extended
sources [15]. Following the procedure of Ackermann et al.

[17], we fit for excess gamma-ray emission associated with
each target in each energy bin separately to derive flux
constraints that are independent of the choice of spectral
model. Within each bin, we model the putative dSph
source with a power-law spectral model (dN/dE / E��)
with spectral index of � = 2. We show the bin-by-bin
integrated energy-flux 95% confidence level upper lim-
its for each dSph candidate in Figure 2. The Poisson
likelihoods from each bin were combined to form global
spectral likelihoods for di↵erent DM annihilation chan-
nels and masses.

We tested for excess gamma-ray emission consistent
with two representative dark matter annihilation chan-
nels (i.e., bb̄ and ⌧+⌧�) and a range of particle masses
from 2 GeV to 10 TeV (when kinematically allowed).
No significant excess gamma-ray emission was observed
from any of the DES dSph candidates for any of the DM
masses or channels tested. The data were found to be
well described by the background model with no signif-
icant residuals observed. We calculated the test statis-
tic (TS) for signal detection by comparing the likelihood
values both with and without the added dSph candidate
template (see Equation 6 in Ackermann et al. [17]).

The most significant excess, TS = 6.8, was for
DES J0335.6�5403 and a DM particle with m

DM

=

5

10�7

10�6

FIG. 2. Bin-by-bin integrated energy-flux upper limits at 95% confidence level for the eight DES dSph candidates modeled as
point-like sources.
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FIG. 2: The fraction of “blank sky” locations with a test
statistic (TS) larger than a given value, as empirically deter-
mined for a collection of 1905 randomly selected sky locations
constrained to lie at a galactic latitude |b| > 30� and at least
1� (5�) from point-like (extended) 3FGL sources [28]. For the
blue curve, no additional requirements are placed on the blank
sky locations. For the red curve, the blank sky locations used
are additionally required to lie no closer than 0.5� from any
source listed in the BZCAT, CRATES, CGRaBS, or ATNF
catalogs (see Sec. IV). The shaded region surrounding each
curve represents the poisson errors on this determination. In
generating this figure, we have adopted a spectral shape cor-
responding to a 49 GeV dark matter particle annihilating to
bb̄ (corresponding to the best-fit mass for the Galactic Center
gamma-ray excess [9]).

our analysis to four years of Fermi-LAT data,3 evaluate
an energy range of 300 MeV – 100 GeV in 20 energy bins
utilizing 8 energy bins per decade except for the final bin
(which was extended to an energy of 100 GeV), and we
scan the likelihood fits using power-law, rather than dark
matter motivated, spectral shapes. In Fig. 1 we show the
distribution of the TS calculated in our analysis (TSHL)
compared to that obtained by the Fermi-LAT collabora-
tion (TS3FGL) in the same energy range. We find that our
TS values are, on average, slightly (13.5%) lower those
reported in the 3FGL. We attribute this primarily to the
fact that we normalize the background by fitting over a
10� ⇥ 10

� region, rather than over the entire sky. The
dashed curve in Fig. 1 represents the best-fit gaussian of
this distribution, with a mean of -0.135 and a standard
deviation of 0.176.

Secondly, we apply the “blank-sky” null-test employed
in previous dwarf spheroidal studies. Specifically, we se-
lect 1905 sky locations with |b| > 30�, which are 1� re-
moved from any 3FGL source and 5� removed from any
extended 3FGL source. In this case, we employ the full

3 MET range: 239557417 - 365467563

FIG. 3: The log-likelihood fit of Reticulum II in 24 energy
bins spanning 500 MeV to 500 GeV. The upper limits corre-
spond to 2� confidence in each energy range. The white line
corresponds to the best fit from a 49 GeV dark matter particle
annihilating to bb̄.

6.5 years of data, adopt the default energy range, and
test the comparison to a 49 GeV dark matter model an-
nihilating to b¯b (corresponding to the best-fit value of
the mass for the spectrum of the Galactic Center ex-
cess [9]). In Fig. 2 we show the resulting distribution of
our blank-sky test locations. While the existence of sys-
tematic errors in the modeling of the gamma-ray back-
ground drives this distribution far from that expected
from Poisson variations, the result is in good agreement
with all previous studies. In this figure, we show results
corresponding to the case in which no additional require-
ments are placed on the blank sky locations (blue), and
to when the blank sky locations used are further required
to lie no closer than 0.5� from any source listed in the BZ-
CAT, CRATES, CGRaBS, or ATNF catalogs (red). This
will be discussed in more detail in Sec. IV.

III. RESULTS

In Fig. 3, we show the delta-log-likelihood (�LG(L))
distribution for our analysis of Fermi data from the direc-
tion of Reticulum II. As in both Ref. [26] and Ref. [27],
we find an excess of events in the bins covering approx-
imately ⇠2-10 GeV. For a spectral shape corresponding
to a 49 GeV dark matter particle annihilating to b¯b (the
best-fit mass for the Galactic Center excess [9]), we find
a value of TS=17.4 from Reticulum II, corresponding to
a significance of 3.2� (see Fig. 2). If we do not impose
this choice of the dark matter mass, but rather allow the
mass to float as a free parameter, the value of the TS
increases only slightly (to 18.1), illustrating the compat-
ibility between this signal and that observed from the
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ABSTRACT

The dwarf spheroidal galaxies (dSph) of the Milky Way are among the most attractive targets for
indirect searches of dark matter. In this work, we reconstruct the dark matter annihilation (J-factor)
and decay profiles for the newly discovered dSph Reticulum II. This is done using an optimized spher-
ical Jeans analysis of kinematic data obtained from the Michigan/Magellan Fiber System (M2FS).
We find Reticulum II to have one of the highest J-factor when compared to the other Milky Way
dSphs. We have also checked the robustness of this result against several ingredients of the analysis.
Unless it su↵ers from tidal disruption or significant inflation of its velocity dispersion from binary
stars, Reticulum II may provide a unique window on dark matter particle properties.
Subject headings: galaxies: dwarf — galaxies: individual (Reticulum II) — dark matter — gamma

rays: galaxies — methods: statistical — stars: kinematics and dynamics

1. INTRODUCTION

Along with the Galactic center and galaxy clusters,
the dwarf spheroidal galaxies (dSph) of the Milky Way
have been identified as promising targets for indirect
dark matter (DM) searches (see recent reviews by Stri-
gari 2013; Conrad et al. 2015). Their low astrophysi-
cal background, high mass-to-light ratio, and proximity
make them compelling targets(Lake 1990; Evans et al.
2004). About twenty-five Galactic dSphs were known as
of early 2015, and their observation by �-ray telescopes
has thus far shown no significant emission, leading to
stringent constraints on h�

ann

vi, the thermally-averaged
DM self-annihilation cross-section (Acciari et al. 2010;
Paiano et al. 2011; Abramowski et al. 2014; Geringer-
Sameth et al. 2014; Fermi-LAT Collaboration 2015).
Recently, imaging data from the Dark Energy Survey

has led to the discovery of nine new (potential) Milky-
Way satellites in the Southern sky (Koposov et al. 2015;
DES Collaboration et al. 2015). The nearest object,
Reticulum II (Ret II, d ⇠ 32 kpc), is particularly intrigu-
ing, as evidence of �-ray emission has been detected in
its direction using the public Fermi-LAT data (Geringer-
Sameth et al. 2015b; Hooper & Linden 2015). The Fermi-
LAT collaboration simultaneously published a search for
�-ray emission from the newly discovered objects (Fermi-
LAT Collaboration et al. 2015), based on the unreleased
PASS8 dataset, and found no significant excess.
Nonetheless, and whatever the situation regarding a

(non-)detection in this object might be, a robust de-
termination of Ret II’s DM content is crucial in or-
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der to set constraints on the DM particle properties.
Here, we reconstruct the DM annihilation and decay
profiles of Ret II from a spherical Jeans analysis ap-
plied to stellar kinematic data obtained with the Michi-
gan/Magellan Fiber System (M2FS) (Walker et al. 2015).
We use the optimized Jeans analysis setup from Bon-
nivard et al. (2015a,b), described in Section 2. From the
reconstructed DM density profiles, we then compute the
astrophysical J- and D-factors, for annihilating and de-
caying DM respectively, and cross-check our results by
varying di↵erent ingredients of the analysis (Section 3).
Finally, we evaluate the ranking of Ret II among the most
promising dSphs for DM indirect detection in Section 4.

2. ASTROPHYSICAL FACTORS, JEANS ANALYSIS AND
DATA SETS

2.1. Astrophysical factors

The di↵erential �-ray flux coming from DM annihila-
tion (resp. decay) in a dSph galaxy is proportional to the
so-called ‘astrophysical’ factor J (resp. D) (Bergström
et al. 1998),

J=

ZZ
⇢2
DM

(l,⌦) dld⌦

✓
resp. D=

ZZ
⇢
DM

(l,⌦) dld⌦

◆
, (1)

which corresponds to the integration along the line-of-
sight (l.o.s.) of the DM density squared (resp. DM den-
sity) and over the solid angle �⌦ = 2⇡ ⇥ [1� cos(↵

int

)],
where ↵

int

is the integration angle. This quantity de-
pends on both the extent of the DM halo and the mass
density distribution, and is essential for putting con-
straints on the DM particle properties. All calculations
of astrophysical factors are done with the CLUMPY code
(Charbonnier et al. 2012), a new module of which has
been specifically developed to perform the Jeans analy-
sis6.

2.2. Jeans analysis

6 This upgrade will be publicly available in the soon-to-be re-
leased new version of the software (Bonnivard et al., in prep.).
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hints at Milky Way foreground contamination, which can affect
the J- and D-factor reconstruction. For Ret II, only one star
shows an intermediate Pi (Ret2-142 in the catalog of Walker
et al. 2015, with Pi = 0.69), with a very small departure from
the mean velocity. Therefore we do not expect a strong
sensitivity to foreground contamination. In this study, and as
advocated in Bonnivard et al. (2015a), we use the data with
>P 0.95i (16 likely members, one less than identified by

Walker et al. 2015 after exclusion of Ret2-142) as our fiducial
setup.

3. RESULTS

Figure 3 displays the J- (top) and D-factors (bottom) of Ret
II, reconstructed from the Jeans/MCMC analysis, as a function
of the integration angle aint. Solid lines represent the median
values, while dashed and dash–dot lines symbolize the 68%
and 95% CIs respectively. Our data-driven Jeans analysis gives
large statistical uncertainties due to the small size of the
kinematic sample, comparable to those obtained for other
“ultrafaint” dSphs by Bonnivard et al. (2015a; see also Figure
4). Table 1 summarizes our results for the astrophysical factors
of Ret II.
We cross-check our findings by varying different ingredients

of the Jeans analysis. The resulting J-factors are shown in
Figure 4. First, we perform a binned Jeans analysis (see
Bonnivard et al. 2015a) of the kinematic data, and find

Figure 1. Projected stellar density profile of Ret II, derived from the
photometric catalog of Koposov et al. (2015a). Overplotted (red line) is the
best-fitting model (we note that the fit is to the unbinned data), which is the
sum of contributions from Ret II itself and a constant background (see Section
2.3). Dotted lines enclose 68% CIs for the projection of n r( ).

Figure 2. Top: velocity dispersion profile of Ret II and reconstructed median
and credible intervals (solid and dashed black lines, respectively), as well as
best fit (see footnote 9; long dashed red lines). Bottom: distribution of
membership probabilities as a function of the projected radius R and the
departure from the mean velocity (z-axis, blue to red color) for the eighteen
stars with ¹P 0i . The size of the points is proportional to the velocity
uncertainty. See text for discussion.

Figure 3. Median (solid), 68% (dashed), and 95% (dash–dot) CIs of the
J- (top) and D-factors (bottom) of Ret II, as a function of integration angle,
reconstructed from our Jeans/MCMC analysis.

Table 1
Astrophysical Factors for Ret II (d = 30 kpc)

aint aJlog ( ( ))10 int aDlog ( ( ))10 int

(deg) -J( GeV cm )2 5 a -D( GeVcm )2 b

0.01 - -
+ +17.1 0.5( 0.9)

0.5( 1.1)
- -
+ +15.7 0.3( 0.5)

0.6( 1.0)

0.05 - -
+ +18.3 0.4( 0.8)

0.5( 1.1)
- -
+ +17.0 0.3( 0.6)

0.5( 1.0)

0.1 - -
+ +18.8 0.5( 0.8)

0.6( 1.2)
- -
+ +17.6 0.4( 0.6)

0.6( 1.1)

0.5 - -
+ +19.6 0.7( 1.3)

1.0( 1.7)
- -
+ +18.8 0.7( 1.1)

0.7( 1.2)

1 - -
+ +19.8 0.9( 1.4)

1.2( 2.0)
- -
+ +19.3 0.9( 1.4)

0.8( 1.4)

Notes. For five different integration angles, the median J (resp D)-factors as
well as their 68% and 95% CIs are given. Note that possible triaxiality of the
dSph galaxies adds a systematic uncertainty of ±0.4 (resp. ±0.3) (Bonnivard
et al. 2015b) and is not included in the quoted intervals.
a 1 GeV2 cm = ´- -

:M2.25 105 7 2 kpc−5.
b 1 GeVcm = ´- -

:M8.55 102 15 kpc−2.
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e.g., Battaglia et al. 2013; Oswalt & Gilmore 2013; Strigari
2013). Here, we focus on the spherical Jeans analysis, a widely
used approach for the determination of astrophysical factors
(Strigari et al. 2007; Essig et al. 2010; Charbonnier et al. 2011;
Cholis & Salucci 2012; Bonnivard et al. 2015a; Geringer-
Sameth et al. 2015a). We refer the reader to Bonnivard et al.
(2015b) for a thorough description of the analysis setup we use
in this work. Here, we summarize the main ingredients.

Assuming steady-state, spherical symmetry, and negligible
rotational support, the second-order Jeans equation, obtained
from the collisionless Boltzmann equation, reads (Binney &
Tremaine 2008)

n
n

b
+ = -( )d

dr
v

r v

r
GM r

r

1 ¯ 2
( ) ¯ ( )

, (2)r
r2 ani
2

2

with n r( ) the stellar number density, v r¯ ( )r
2 the radial velocity

dispersion, b º - qr v v( ) 1 ¯ ¯
rani

2 2 the velocity anisotropy, and
M(r) the mass7 enclosed within radius r. After solving
Equation (2) and projecting along the LOS, the (squared)
velocity dispersion at the projected radius R reads
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with S R( ) the surface brightness profile. We compare the LOS
velocities of the stars to the projected velocity dispersion sp,
computed using parametric forms for the unknown velocity
anisotropy b r( )ani and DM density profile r r( )DM . We use the
following likelihood function (Strigari et al. 2007):
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which assumes a Gaussian distribution of LOS stellar velocities
vi, centered on the mean stellar velocity v̄, with a dispersion of
velocities (at the radius Ri) coming from both the intrinsic
dispersion s R( )p i and the measurement uncertainty Dvi.
Probability density functions (PDFs) of the anisotropy and
DM parameters are obtained with a Markov Chain Monte Carlo
(MCMC) engine,8 and are used to compute the median and
credible intervals (CIs) of the astrophysical factors for any
integration angle.

Following the optimized Jeans analysis setup proposed in
Bonnivard et al. (2015b), the DM density is described by an
Einasto profile (Merritt et al. 2006), and the anisotropy and
light profiles are given by Baes & van Hese (Baes & van
Hese 2007) and Zhao–Hernquist (Hernquist 1990; Zhao 1996)
parametrizations, respectively. The large freedom allowed by
these parametrizations was found to mitigate possible biases of
the Jeans analysis (Bonnivard et al. 2015b). Finally, the extent
of the DM halo is computed using the tidal radius estimation as
in Bonnivard et al. (2015a).

2.3. Data Set

Surface brightness data—we fit the stellar number density
profile n r( ) of Ret II following the procedure that Bonnivard

et al. (2015a) use for “ultrafaint” dSphs (see their Section 3.1).
We consider a flexible Zhao–Hernquist model for the 3D
profile,

�

� �
n

n
=

é
ëê + ù

ûú
g a b g a-( ) ( )

r
r r r r

( )
1

, (5)s

s s

Zhao
( )

where the five parameters are the normalization �ns , the scale
radius �rs , the inner power law index γ, the outer index β, and
the transition parameter α. Along with an additional free
parameter Sbkd that represents a uniform background density,
these parameters then specify a model for the projected stellar
density:
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We fit this model to the photometric catalog generated by
Koposov et al. (2015a), which provides positions, colors, and
magnitudes of individual stars detected as point sources. From
the raw catalog, we first identify possible members of Ret II as
point sources (selected as sources with Sextractor “spread”
parameter <0.01 in the g-band) whose extinction-corrected
-g r colors place them within 0.25 dex of the Dartmouth

isochrone (Dotter et al. 2008), calculated for a stellar
population with age 12 Gyr, metallicity = -[Fe H] 2.5, and
distance modulus - =m M 17.4 (Koposov et al. 2015a). To
the unbinned distribution of projected positions for the
N = 12470 RGB candidates identified within 1.5° of Ret
II’s center, we fit 2D projections of n r( ) according to the
likelihood function:
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As in Bonnivard et al. (2015a), the fit is done with the software
package MultiNest (Feroz & Hobson 2008; Feroz
et al. 2009, 2013), and we use the samples from the posterior
PDFs to propagate the light profile uncertainty into the Jeans
analysis. Figure 1 shows the fit to the projected stellar density
profile of Ret II (dashed red line), with the contributions from
Ret II itself and from the constant background (solid black and
blue lines, respectively).
Kinematic data—we use the Ret II stellar kinematic data set

from Walker et al. (2015), obtained with M2FS. It consists of
projected positions and LOS velocities for 38 individual stars,
as well as an estimation of their membership probability Pi. The
latter, obtained using an expectation maximization algorithm
(Walker et al. 2009), quantifies the probability that a given star
belongs to the dSph or to the Milky Way foreground.
The top panel of Figure 2 presents the velocity dispersion

profile of Ret II, as well as its reconstruction with the Jeans
analysis.9 The bottom panel of Figure 2 shows the distribution
of membership probabilities as a function of the projected
radius R and the departure from the mean velocity (color-
coded), for stars with non-zero Pi. As pointed out in Bonnivard
et al. (2015a), a large fraction of stars with both intermediate Pi
( < <P0.05 0.95i ) and large departure from the mean velocity

7 The mass is dominated by DM, and we neglect the stellar component.
8 We use the GreAT toolkit (Putze 2011; Putze & Derome 2014).

9 The binned data and associated velocity dispersion reconstruction are only
shown for illustration purposes. The final results are obtained with an unbinned
analysis.
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e.g., Battaglia et al. 2013; Oswalt & Gilmore 2013; Strigari
2013). Here, we focus on the spherical Jeans analysis, a widely
used approach for the determination of astrophysical factors
(Strigari et al. 2007; Essig et al. 2010; Charbonnier et al. 2011;
Cholis & Salucci 2012; Bonnivard et al. 2015a; Geringer-
Sameth et al. 2015a). We refer the reader to Bonnivard et al.
(2015b) for a thorough description of the analysis setup we use
in this work. Here, we summarize the main ingredients.

Assuming steady-state, spherical symmetry, and negligible
rotational support, the second-order Jeans equation, obtained
from the collisionless Boltzmann equation, reads (Binney &
Tremaine 2008)
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with S R( ) the surface brightness profile. We compare the LOS
velocities of the stars to the projected velocity dispersion sp,
computed using parametric forms for the unknown velocity
anisotropy b r( )ani and DM density profile r r( )DM . We use the
following likelihood function (Strigari et al. 2007):
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which assumes a Gaussian distribution of LOS stellar velocities
vi, centered on the mean stellar velocity v̄, with a dispersion of
velocities (at the radius Ri) coming from both the intrinsic
dispersion s R( )p i and the measurement uncertainty Dvi.
Probability density functions (PDFs) of the anisotropy and
DM parameters are obtained with a Markov Chain Monte Carlo
(MCMC) engine,8 and are used to compute the median and
credible intervals (CIs) of the astrophysical factors for any
integration angle.

Following the optimized Jeans analysis setup proposed in
Bonnivard et al. (2015b), the DM density is described by an
Einasto profile (Merritt et al. 2006), and the anisotropy and
light profiles are given by Baes & van Hese (Baes & van
Hese 2007) and Zhao–Hernquist (Hernquist 1990; Zhao 1996)
parametrizations, respectively. The large freedom allowed by
these parametrizations was found to mitigate possible biases of
the Jeans analysis (Bonnivard et al. 2015b). Finally, the extent
of the DM halo is computed using the tidal radius estimation as
in Bonnivard et al. (2015a).

2.3. Data Set

Surface brightness data—we fit the stellar number density
profile n r( ) of Ret II following the procedure that Bonnivard

et al. (2015a) use for “ultrafaint” dSphs (see their Section 3.1).
We consider a flexible Zhao–Hernquist model for the 3D
profile,
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where the five parameters are the normalization �ns , the scale
radius �rs , the inner power law index γ, the outer index β, and
the transition parameter α. Along with an additional free
parameter Sbkd that represents a uniform background density,
these parameters then specify a model for the projected stellar
density:
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We fit this model to the photometric catalog generated by
Koposov et al. (2015a), which provides positions, colors, and
magnitudes of individual stars detected as point sources. From
the raw catalog, we first identify possible members of Ret II as
point sources (selected as sources with Sextractor “spread”
parameter <0.01 in the g-band) whose extinction-corrected
-g r colors place them within 0.25 dex of the Dartmouth

isochrone (Dotter et al. 2008), calculated for a stellar
population with age 12 Gyr, metallicity = -[Fe H] 2.5, and
distance modulus - =m M 17.4 (Koposov et al. 2015a). To
the unbinned distribution of projected positions for the
N = 12470 RGB candidates identified within 1.5° of Ret
II’s center, we fit 2D projections of n r( ) according to the
likelihood function:
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As in Bonnivard et al. (2015a), the fit is done with the software
package MultiNest (Feroz & Hobson 2008; Feroz
et al. 2009, 2013), and we use the samples from the posterior
PDFs to propagate the light profile uncertainty into the Jeans
analysis. Figure 1 shows the fit to the projected stellar density
profile of Ret II (dashed red line), with the contributions from
Ret II itself and from the constant background (solid black and
blue lines, respectively).
Kinematic data—we use the Ret II stellar kinematic data set

from Walker et al. (2015), obtained with M2FS. It consists of
projected positions and LOS velocities for 38 individual stars,
as well as an estimation of their membership probability Pi. The
latter, obtained using an expectation maximization algorithm
(Walker et al. 2009), quantifies the probability that a given star
belongs to the dSph or to the Milky Way foreground.
The top panel of Figure 2 presents the velocity dispersion

profile of Ret II, as well as its reconstruction with the Jeans
analysis.9 The bottom panel of Figure 2 shows the distribution
of membership probabilities as a function of the projected
radius R and the departure from the mean velocity (color-
coded), for stars with non-zero Pi. As pointed out in Bonnivard
et al. (2015a), a large fraction of stars with both intermediate Pi
( < <P0.05 0.95i ) and large departure from the mean velocity

7 The mass is dominated by DM, and we neglect the stellar component.
8 We use the GreAT toolkit (Putze 2011; Putze & Derome 2014).

9 The binned data and associated velocity dispersion reconstruction are only
shown for illustration purposes. The final results are obtained with an unbinned
analysis.
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Figure 2. Top: velocity dispersion profile of Ret II and recon-
structed median and credible intervals (solid and dashed black lines
respectively), as well as best fit (long dashed red lines, shown for
illustration purposes only). Bottom: distribution of membership
probabilities as a function of the projected radius R and the de-
parture from the mean velocity (z-axis, blue to red color) for the
nineteen stars with Pi 6= 0. The size of the points is proportional
to the velocity uncertainty. See text for discussion.

et al. 2009, 2013), and we use the samples from the pos-
terior PDFs to propagate the light profile uncertainty in
the Jeans analysis. Figure 1 shows the fit to the projected
stellar density profile of Ret II (solid red line), with the
contributions from Ret II itself and from the constant
background (solid black and blue lines respectively).

Kinematic data— We use the Ret II stellar kinematic
data set from Walker et al. (2015), obtained with M2FS.
It consists of projected positions and l.o.s. velocities for
38 individual stars, as well as an estimation of their mem-
bership probability Pi. The latter, obtained using an ex-
pectation maximization algorithm (Walker et al. 2009),
quantifies the probability that a given star belongs to the
dSph or to the Milky Way foreground.
The top panel of Figure 2 presents the velocity disper-

sion profile of Ret II, as well as its reconstruction with the
Jeans analysis8. The bottom panel of Figure 2 shows the
distribution of membership probabilities as a function
of the projected radius R and the departure from the
mean velocity (color-coded from blue to red), for stars
with non-zero Pi. As pointed out in Bonnivard et al.
(2015b), a large fraction of stars with both intermediate
Pi (0.1 < Pi < 0.95) and large departure from the mean
velocity hints at Milky Way foreground contamination,
which can a↵ect the J- and D-factor reconstruction. For
Ret II, only one star shows an intermediate Pi (Ret2-142
in the catalog of Walker et al. 2015, with Pi = 0.86), with
a very small departure from the mean velocity estimated

8 The binned data and associated velocity dispersion reconstruc-
tion are only shown for illustration purposes. The final results are
obtained with an analysis of unbinned data.

Table 1
Astrophysical factors for Ret II (d = 32 kpc). For five di↵erent
integration angles, the median J (resp D)-factors as well as their
68% and 95% CIs are given. Note that possible triaxiality of the
dSph galaxies adds a systematic uncertainty of ±0.4 (resp. ±0.3)

(Bonnivard et al. 2015a) and is not included in the quoted
intervals.

↵int log10(J(↵int)) log10(D(↵int))

[deg] [J/GeV2 cm�5]a [D/GeVcm�2]b

0.01 16.9
+0.5(+1.1)
�0.4(�0.8) 15.6

+0.5(+1.0)
�0.3(�0.5)

0.05 18.2
+0.5(+1.0)
�0.4(�0.7) 17.0

+0.6(+1.0)
�0.3(�0.5)

0.1 18.6
+0.6(+1.1)
�0.4(�0.8) 17.5

+0.6(+1.1)
�0.4(�0.6)

0.5 19.5
+1.0(+1.6)
�0.6(�1.3) 18.8

+0.7(+1.2)
�0.7(�1.1)

1 19.7
+1.2(+2.0)
�0.9(�1.5) 19.2

+0.9(+1.4)
�0.9(�1.4)

a1 GeV2 cm�5 = 2.25⇥ 10�7M2
� kpc�5

b1 GeV cm�2 = 8.55⇥ 10�15M� kpc�2

by Walker et al. (2015). Therefore we do not expect a
strong sensitivity to foreground contamination. In this
study, and as advocated in Bonnivard et al. (2015b), we
use the data with Pi > 0.95 (seventeen likely members,
one less than identified by Walker et al. 2015 after exclu-
sion of Ret2-142) as our fiducial setup.

3. RESULTS

Figure 3 displays the J- (top) and D-factors (bottom)
of Ret II, reconstructed from the Jeans/MCMC analy-
sis, as a function of the integration angle ↵

int

. Solid lines
represent the median values, while dashed and dash-dot
lines symbolize the 68% and 95% CIs respectively. Our
data-driven Jeans analysis gives large statistical uncer-
tainties due to the small size of the kinematic sample,
and reflects our restricted knowledge of the DM content
of this object. The CIs are comparable to those obtained
for other ‘ultrafaint’ dSphs by Bonnivard et al. (2015b)
(see also Figure 4). Table 1 summarizes our results for
the astrophysical factors of Ret II.
We cross-checked our findings by varying di↵erent in-

gredients of the Jeans analysis. The resulting J-factors
are shown in Figure 4. First, we ran the analysis using all
38 stars of the sample, but weighting the log-likelihood
function of equation (4) by the membership probabilities
Pi. Bonnivard et al. (2015b) find that a large di↵erence
between a Pi-weighted and a Pi > 0.95 analysis is an-
other hint of contamination by Milky Way foreground
stars. Here, the two analyses give very similar results,
suggesting a clean sample for Ret II. We then randomly
divide the kinematic sample in two parts, using one out of
every two stars to build the two sub-samples. Applying
the analysis to the two subsets leads to very similar J-
and D-factors, which confirms that the reconstruction of
the astrophysical factors is not significantly a↵ected by
outliers. We finally performed a binned Jeans analysis
(see Charbonnier et al. 2011; Bonnivard et al. 2015b) of
the kinematic data and found it to be compatible with
our unbinned analysis.
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Figure 2. Top: velocity dispersion profile of Ret II and recon-
structed median and credible intervals (solid and dashed black lines
respectively), as well as best fit (long dashed red lines, shown for
illustration purposes only). Bottom: distribution of membership
probabilities as a function of the projected radius R and the de-
parture from the mean velocity (z-axis, blue to red color) for the
nineteen stars with Pi 6= 0. The size of the points is proportional
to the velocity uncertainty. See text for discussion.

et al. 2009, 2013), and we use the samples from the pos-
terior PDFs to propagate the light profile uncertainty in
the Jeans analysis. Figure 1 shows the fit to the projected
stellar density profile of Ret II (solid red line), with the
contributions from Ret II itself and from the constant
background (solid black and blue lines respectively).

Kinematic data— We use the Ret II stellar kinematic
data set from Walker et al. (2015), obtained with M2FS.
It consists of projected positions and l.o.s. velocities for
38 individual stars, as well as an estimation of their mem-
bership probability Pi. The latter, obtained using an ex-
pectation maximization algorithm (Walker et al. 2009),
quantifies the probability that a given star belongs to the
dSph or to the Milky Way foreground.
The top panel of Figure 2 presents the velocity disper-

sion profile of Ret II, as well as its reconstruction with the
Jeans analysis8. The bottom panel of Figure 2 shows the
distribution of membership probabilities as a function
of the projected radius R and the departure from the
mean velocity (color-coded from blue to red), for stars
with non-zero Pi. As pointed out in Bonnivard et al.
(2015b), a large fraction of stars with both intermediate
Pi (0.1 < Pi < 0.95) and large departure from the mean
velocity hints at Milky Way foreground contamination,
which can a↵ect the J- and D-factor reconstruction. For
Ret II, only one star shows an intermediate Pi (Ret2-142
in the catalog of Walker et al. 2015, with Pi = 0.86), with
a very small departure from the mean velocity estimated

8 The binned data and associated velocity dispersion reconstruc-
tion are only shown for illustration purposes. The final results are
obtained with an analysis of unbinned data.

Table 1
Astrophysical factors for Ret II (d = 32 kpc). For five di↵erent
integration angles, the median J (resp D)-factors as well as their
68% and 95% CIs are given. Note that possible triaxiality of the
dSph galaxies adds a systematic uncertainty of ±0.4 (resp. ±0.3)

(Bonnivard et al. 2015a) and is not included in the quoted
intervals.

↵int log10(J(↵int)) log10(D(↵int))

[deg] [J/GeV2 cm�5]a [D/GeVcm�2]b

0.01 16.9
+0.5(+1.1)
�0.4(�0.8) 15.6

+0.5(+1.0)
�0.3(�0.5)

0.05 18.2
+0.5(+1.0)
�0.4(�0.7) 17.0

+0.6(+1.0)
�0.3(�0.5)

0.1 18.6
+0.6(+1.1)
�0.4(�0.8) 17.5

+0.6(+1.1)
�0.4(�0.6)

0.5 19.5
+1.0(+1.6)
�0.6(�1.3) 18.8

+0.7(+1.2)
�0.7(�1.1)

1 19.7
+1.2(+2.0)
�0.9(�1.5) 19.2

+0.9(+1.4)
�0.9(�1.4)

a1 GeV2 cm�5 = 2.25⇥ 10�7M2
� kpc�5

b1 GeV cm�2 = 8.55⇥ 10�15M� kpc�2

by Walker et al. (2015). Therefore we do not expect a
strong sensitivity to foreground contamination. In this
study, and as advocated in Bonnivard et al. (2015b), we
use the data with Pi > 0.95 (seventeen likely members,
one less than identified by Walker et al. 2015 after exclu-
sion of Ret2-142) as our fiducial setup.

3. RESULTS

Figure 3 displays the J- (top) and D-factors (bottom)
of Ret II, reconstructed from the Jeans/MCMC analy-
sis, as a function of the integration angle ↵

int

. Solid lines
represent the median values, while dashed and dash-dot
lines symbolize the 68% and 95% CIs respectively. Our
data-driven Jeans analysis gives large statistical uncer-
tainties due to the small size of the kinematic sample,
and reflects our restricted knowledge of the DM content
of this object. The CIs are comparable to those obtained
for other ‘ultrafaint’ dSphs by Bonnivard et al. (2015b)
(see also Figure 4). Table 1 summarizes our results for
the astrophysical factors of Ret II.
We cross-checked our findings by varying di↵erent in-

gredients of the Jeans analysis. The resulting J-factors
are shown in Figure 4. First, we ran the analysis using all
38 stars of the sample, but weighting the log-likelihood
function of equation (4) by the membership probabilities
Pi. Bonnivard et al. (2015b) find that a large di↵erence
between a Pi-weighted and a Pi > 0.95 analysis is an-
other hint of contamination by Milky Way foreground
stars. Here, the two analyses give very similar results,
suggesting a clean sample for Ret II. We then randomly
divide the kinematic sample in two parts, using one out of
every two stars to build the two sub-samples. Applying
the analysis to the two subsets leads to very similar J-
and D-factors, which confirms that the reconstruction of
the astrophysical factors is not significantly a↵ected by
outliers. We finally performed a binned Jeans analysis
(see Charbonnier et al. 2011; Bonnivard et al. 2015b) of
the kinematic data and found it to be compatible with
our unbinned analysis.

0.2 18.8± 0.6

0.5 18.9± 0.6
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Figure 2. Top: velocity dispersion profile of Ret II and recon-
structed median and credible intervals (solid and dashed black lines
respectively), as well as best fit (long dashed red lines, shown for
illustration purposes only). Bottom: distribution of membership
probabilities as a function of the projected radius R and the de-
parture from the mean velocity (z-axis, blue to red color) for the
nineteen stars with Pi 6= 0. The size of the points is proportional
to the velocity uncertainty. See text for discussion.

et al. 2009, 2013), and we use the samples from the pos-
terior PDFs to propagate the light profile uncertainty in
the Jeans analysis. Figure 1 shows the fit to the projected
stellar density profile of Ret II (solid red line), with the
contributions from Ret II itself and from the constant
background (solid black and blue lines respectively).

Kinematic data— We use the Ret II stellar kinematic
data set from Walker et al. (2015), obtained with M2FS.
It consists of projected positions and l.o.s. velocities for
38 individual stars, as well as an estimation of their mem-
bership probability Pi. The latter, obtained using an ex-
pectation maximization algorithm (Walker et al. 2009),
quantifies the probability that a given star belongs to the
dSph or to the Milky Way foreground.
The top panel of Figure 2 presents the velocity disper-

sion profile of Ret II, as well as its reconstruction with the
Jeans analysis8. The bottom panel of Figure 2 shows the
distribution of membership probabilities as a function
of the projected radius R and the departure from the
mean velocity (color-coded from blue to red), for stars
with non-zero Pi. As pointed out in Bonnivard et al.
(2015b), a large fraction of stars with both intermediate
Pi (0.1 < Pi < 0.95) and large departure from the mean
velocity hints at Milky Way foreground contamination,
which can a↵ect the J- and D-factor reconstruction. For
Ret II, only one star shows an intermediate Pi (Ret2-142
in the catalog of Walker et al. 2015, with Pi = 0.86), with
a very small departure from the mean velocity estimated

8 The binned data and associated velocity dispersion reconstruc-
tion are only shown for illustration purposes. The final results are
obtained with an analysis of unbinned data.

Table 1
Astrophysical factors for Ret II (d = 32 kpc). For five di↵erent
integration angles, the median J (resp D)-factors as well as their
68% and 95% CIs are given. Note that possible triaxiality of the
dSph galaxies adds a systematic uncertainty of ±0.4 (resp. ±0.3)

(Bonnivard et al. 2015a) and is not included in the quoted
intervals.

↵int log10(J(↵int)) log10(D(↵int))

[deg] [J/GeV2 cm�5]a [D/GeVcm�2]b

0.01 16.9
+0.5(+1.1)
�0.4(�0.8) 15.6
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�0.3(�0.5)

0.05 18.2
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0.1 18.6
+0.6(+1.1)
�0.4(�0.8) 17.5

+0.6(+1.1)
�0.4(�0.6)

0.5 19.5
+1.0(+1.6)
�0.6(�1.3) 18.8

+0.7(+1.2)
�0.7(�1.1)

1 19.7
+1.2(+2.0)
�0.9(�1.5) 19.2

+0.9(+1.4)
�0.9(�1.4)

a1 GeV2 cm�5 = 2.25⇥ 10�7M2
� kpc�5

b1 GeV cm�2 = 8.55⇥ 10�15M� kpc�2

by Walker et al. (2015). Therefore we do not expect a
strong sensitivity to foreground contamination. In this
study, and as advocated in Bonnivard et al. (2015b), we
use the data with Pi > 0.95 (seventeen likely members,
one less than identified by Walker et al. 2015 after exclu-
sion of Ret2-142) as our fiducial setup.

3. RESULTS

Figure 3 displays the J- (top) and D-factors (bottom)
of Ret II, reconstructed from the Jeans/MCMC analy-
sis, as a function of the integration angle ↵

int

. Solid lines
represent the median values, while dashed and dash-dot
lines symbolize the 68% and 95% CIs respectively. Our
data-driven Jeans analysis gives large statistical uncer-
tainties due to the small size of the kinematic sample,
and reflects our restricted knowledge of the DM content
of this object. The CIs are comparable to those obtained
for other ‘ultrafaint’ dSphs by Bonnivard et al. (2015b)
(see also Figure 4). Table 1 summarizes our results for
the astrophysical factors of Ret II.
We cross-checked our findings by varying di↵erent in-

gredients of the Jeans analysis. The resulting J-factors
are shown in Figure 4. First, we ran the analysis using all
38 stars of the sample, but weighting the log-likelihood
function of equation (4) by the membership probabilities
Pi. Bonnivard et al. (2015b) find that a large di↵erence
between a Pi-weighted and a Pi > 0.95 analysis is an-
other hint of contamination by Milky Way foreground
stars. Here, the two analyses give very similar results,
suggesting a clean sample for Ret II. We then randomly
divide the kinematic sample in two parts, using one out of
every two stars to build the two sub-samples. Applying
the analysis to the two subsets leads to very similar J-
and D-factors, which confirms that the reconstruction of
the astrophysical factors is not significantly a↵ected by
outliers. We finally performed a binned Jeans analysis
(see Charbonnier et al. 2011; Bonnivard et al. 2015b) of
the kinematic data and found it to be compatible with
our unbinned analysis.
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Figure 2. Top: velocity dispersion profile of Ret II and recon-
structed median and credible intervals (solid and dashed black lines
respectively), as well as best fit (long dashed red lines, shown for
illustration purposes only). Bottom: distribution of membership
probabilities as a function of the projected radius R and the de-
parture from the mean velocity (z-axis, blue to red color) for the
nineteen stars with Pi 6= 0. The size of the points is proportional
to the velocity uncertainty. See text for discussion.

et al. 2009, 2013), and we use the samples from the pos-
terior PDFs to propagate the light profile uncertainty in
the Jeans analysis. Figure 1 shows the fit to the projected
stellar density profile of Ret II (solid red line), with the
contributions from Ret II itself and from the constant
background (solid black and blue lines respectively).

Kinematic data— We use the Ret II stellar kinematic
data set from Walker et al. (2015), obtained with M2FS.
It consists of projected positions and l.o.s. velocities for
38 individual stars, as well as an estimation of their mem-
bership probability Pi. The latter, obtained using an ex-
pectation maximization algorithm (Walker et al. 2009),
quantifies the probability that a given star belongs to the
dSph or to the Milky Way foreground.
The top panel of Figure 2 presents the velocity disper-

sion profile of Ret II, as well as its reconstruction with the
Jeans analysis8. The bottom panel of Figure 2 shows the
distribution of membership probabilities as a function
of the projected radius R and the departure from the
mean velocity (color-coded from blue to red), for stars
with non-zero Pi. As pointed out in Bonnivard et al.
(2015b), a large fraction of stars with both intermediate
Pi (0.1 < Pi < 0.95) and large departure from the mean
velocity hints at Milky Way foreground contamination,
which can a↵ect the J- and D-factor reconstruction. For
Ret II, only one star shows an intermediate Pi (Ret2-142
in the catalog of Walker et al. 2015, with Pi = 0.86), with
a very small departure from the mean velocity estimated

8 The binned data and associated velocity dispersion reconstruc-
tion are only shown for illustration purposes. The final results are
obtained with an analysis of unbinned data.

Table 1
Astrophysical factors for Ret II (d = 32 kpc). For five di↵erent
integration angles, the median J (resp D)-factors as well as their
68% and 95% CIs are given. Note that possible triaxiality of the
dSph galaxies adds a systematic uncertainty of ±0.4 (resp. ±0.3)

(Bonnivard et al. 2015a) and is not included in the quoted
intervals.

↵int log10(J(↵int)) log10(D(↵int))

[deg] [J/GeV2 cm�5]a [D/GeVcm�2]b

0.01 16.9
+0.5(+1.1)
�0.4(�0.8) 15.6

+0.5(+1.0)
�0.3(�0.5)

0.05 18.2
+0.5(+1.0)
�0.4(�0.7) 17.0

+0.6(+1.0)
�0.3(�0.5)

0.1 18.6
+0.6(+1.1)
�0.4(�0.8) 17.5

+0.6(+1.1)
�0.4(�0.6)

0.5 19.5
+1.0(+1.6)
�0.6(�1.3) 18.8

+0.7(+1.2)
�0.7(�1.1)

1 19.7
+1.2(+2.0)
�0.9(�1.5) 19.2

+0.9(+1.4)
�0.9(�1.4)

a1 GeV2 cm�5 = 2.25⇥ 10�7M2
� kpc�5

b1 GeV cm�2 = 8.55⇥ 10�15M� kpc�2

by Walker et al. (2015). Therefore we do not expect a
strong sensitivity to foreground contamination. In this
study, and as advocated in Bonnivard et al. (2015b), we
use the data with Pi > 0.95 (seventeen likely members,
one less than identified by Walker et al. 2015 after exclu-
sion of Ret2-142) as our fiducial setup.

3. RESULTS

Figure 3 displays the J- (top) and D-factors (bottom)
of Ret II, reconstructed from the Jeans/MCMC analy-
sis, as a function of the integration angle ↵

int

. Solid lines
represent the median values, while dashed and dash-dot
lines symbolize the 68% and 95% CIs respectively. Our
data-driven Jeans analysis gives large statistical uncer-
tainties due to the small size of the kinematic sample,
and reflects our restricted knowledge of the DM content
of this object. The CIs are comparable to those obtained
for other ‘ultrafaint’ dSphs by Bonnivard et al. (2015b)
(see also Figure 4). Table 1 summarizes our results for
the astrophysical factors of Ret II.
We cross-checked our findings by varying di↵erent in-

gredients of the Jeans analysis. The resulting J-factors
are shown in Figure 4. First, we ran the analysis using all
38 stars of the sample, but weighting the log-likelihood
function of equation (4) by the membership probabilities
Pi. Bonnivard et al. (2015b) find that a large di↵erence
between a Pi-weighted and a Pi > 0.95 analysis is an-
other hint of contamination by Milky Way foreground
stars. Here, the two analyses give very similar results,
suggesting a clean sample for Ret II. We then randomly
divide the kinematic sample in two parts, using one out of
every two stars to build the two sub-samples. Applying
the analysis to the two subsets leads to very similar J-
and D-factors, which confirms that the reconstruction of
the astrophysical factors is not significantly a↵ected by
outliers. We finally performed a binned Jeans analysis
(see Charbonnier et al. 2011; Bonnivard et al. 2015b) of
the kinematic data and found it to be compatible with
our unbinned analysis.

0.2 18.8± 0.6

0.5 18.9± 0.6
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Figure 2. Top: velocity dispersion profile of Ret II and recon-
structed median and credible intervals (solid and dashed black lines
respectively), as well as best fit (long dashed red lines, shown for
illustration purposes only). Bottom: distribution of membership
probabilities as a function of the projected radius R and the de-
parture from the mean velocity (z-axis, blue to red color) for the
nineteen stars with Pi 6= 0. The size of the points is proportional
to the velocity uncertainty. See text for discussion.

et al. 2009, 2013), and we use the samples from the pos-
terior PDFs to propagate the light profile uncertainty in
the Jeans analysis. Figure 1 shows the fit to the projected
stellar density profile of Ret II (solid red line), with the
contributions from Ret II itself and from the constant
background (solid black and blue lines respectively).

Kinematic data— We use the Ret II stellar kinematic
data set from Walker et al. (2015), obtained with M2FS.
It consists of projected positions and l.o.s. velocities for
38 individual stars, as well as an estimation of their mem-
bership probability Pi. The latter, obtained using an ex-
pectation maximization algorithm (Walker et al. 2009),
quantifies the probability that a given star belongs to the
dSph or to the Milky Way foreground.
The top panel of Figure 2 presents the velocity disper-

sion profile of Ret II, as well as its reconstruction with the
Jeans analysis8. The bottom panel of Figure 2 shows the
distribution of membership probabilities as a function
of the projected radius R and the departure from the
mean velocity (color-coded from blue to red), for stars
with non-zero Pi. As pointed out in Bonnivard et al.
(2015b), a large fraction of stars with both intermediate
Pi (0.1 < Pi < 0.95) and large departure from the mean
velocity hints at Milky Way foreground contamination,
which can a↵ect the J- and D-factor reconstruction. For
Ret II, only one star shows an intermediate Pi (Ret2-142
in the catalog of Walker et al. 2015, with Pi = 0.86), with
a very small departure from the mean velocity estimated

8 The binned data and associated velocity dispersion reconstruc-
tion are only shown for illustration purposes. The final results are
obtained with an analysis of unbinned data.

Table 1
Astrophysical factors for Ret II (d = 32 kpc). For five di↵erent
integration angles, the median J (resp D)-factors as well as their
68% and 95% CIs are given. Note that possible triaxiality of the
dSph galaxies adds a systematic uncertainty of ±0.4 (resp. ±0.3)

(Bonnivard et al. 2015a) and is not included in the quoted
intervals.

↵int log10(J(↵int)) log10(D(↵int))

[deg] [J/GeV2 cm�5]a [D/GeVcm�2]b

0.01 16.9
+0.5(+1.1)
�0.4(�0.8) 15.6

+0.5(+1.0)
�0.3(�0.5)

0.05 18.2
+0.5(+1.0)
�0.4(�0.7) 17.0

+0.6(+1.0)
�0.3(�0.5)

0.1 18.6
+0.6(+1.1)
�0.4(�0.8) 17.5

+0.6(+1.1)
�0.4(�0.6)

0.5 19.5
+1.0(+1.6)
�0.6(�1.3) 18.8

+0.7(+1.2)
�0.7(�1.1)

1 19.7
+1.2(+2.0)
�0.9(�1.5) 19.2

+0.9(+1.4)
�0.9(�1.4)

a1 GeV2 cm�5 = 2.25⇥ 10�7M2
� kpc�5

b1 GeV cm�2 = 8.55⇥ 10�15M� kpc�2

by Walker et al. (2015). Therefore we do not expect a
strong sensitivity to foreground contamination. In this
study, and as advocated in Bonnivard et al. (2015b), we
use the data with Pi > 0.95 (seventeen likely members,
one less than identified by Walker et al. 2015 after exclu-
sion of Ret2-142) as our fiducial setup.

3. RESULTS

Figure 3 displays the J- (top) and D-factors (bottom)
of Ret II, reconstructed from the Jeans/MCMC analy-
sis, as a function of the integration angle ↵

int

. Solid lines
represent the median values, while dashed and dash-dot
lines symbolize the 68% and 95% CIs respectively. Our
data-driven Jeans analysis gives large statistical uncer-
tainties due to the small size of the kinematic sample,
and reflects our restricted knowledge of the DM content
of this object. The CIs are comparable to those obtained
for other ‘ultrafaint’ dSphs by Bonnivard et al. (2015b)
(see also Figure 4). Table 1 summarizes our results for
the astrophysical factors of Ret II.
We cross-checked our findings by varying di↵erent in-

gredients of the Jeans analysis. The resulting J-factors
are shown in Figure 4. First, we ran the analysis using all
38 stars of the sample, but weighting the log-likelihood
function of equation (4) by the membership probabilities
Pi. Bonnivard et al. (2015b) find that a large di↵erence
between a Pi-weighted and a Pi > 0.95 analysis is an-
other hint of contamination by Milky Way foreground
stars. Here, the two analyses give very similar results,
suggesting a clean sample for Ret II. We then randomly
divide the kinematic sample in two parts, using one out of
every two stars to build the two sub-samples. Applying
the analysis to the two subsets leads to very similar J-
and D-factors, which confirms that the reconstruction of
the astrophysical factors is not significantly a↵ected by
outliers. We finally performed a binned Jeans analysis
(see Charbonnier et al. 2011; Bonnivard et al. 2015b) of
the kinematic data and found it to be compatible with
our unbinned analysis.
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Figure 2. Top: velocity dispersion profile of Ret II and recon-
structed median and credible intervals (solid and dashed black lines
respectively), as well as best fit (long dashed red lines, shown for
illustration purposes only). Bottom: distribution of membership
probabilities as a function of the projected radius R and the de-
parture from the mean velocity (z-axis, blue to red color) for the
nineteen stars with Pi 6= 0. The size of the points is proportional
to the velocity uncertainty. See text for discussion.

et al. 2009, 2013), and we use the samples from the pos-
terior PDFs to propagate the light profile uncertainty in
the Jeans analysis. Figure 1 shows the fit to the projected
stellar density profile of Ret II (solid red line), with the
contributions from Ret II itself and from the constant
background (solid black and blue lines respectively).

Kinematic data— We use the Ret II stellar kinematic
data set from Walker et al. (2015), obtained with M2FS.
It consists of projected positions and l.o.s. velocities for
38 individual stars, as well as an estimation of their mem-
bership probability Pi. The latter, obtained using an ex-
pectation maximization algorithm (Walker et al. 2009),
quantifies the probability that a given star belongs to the
dSph or to the Milky Way foreground.
The top panel of Figure 2 presents the velocity disper-

sion profile of Ret II, as well as its reconstruction with the
Jeans analysis8. The bottom panel of Figure 2 shows the
distribution of membership probabilities as a function
of the projected radius R and the departure from the
mean velocity (color-coded from blue to red), for stars
with non-zero Pi. As pointed out in Bonnivard et al.
(2015b), a large fraction of stars with both intermediate
Pi (0.1 < Pi < 0.95) and large departure from the mean
velocity hints at Milky Way foreground contamination,
which can a↵ect the J- and D-factor reconstruction. For
Ret II, only one star shows an intermediate Pi (Ret2-142
in the catalog of Walker et al. 2015, with Pi = 0.86), with
a very small departure from the mean velocity estimated

8 The binned data and associated velocity dispersion reconstruc-
tion are only shown for illustration purposes. The final results are
obtained with an analysis of unbinned data.

Table 1
Astrophysical factors for Ret II (d = 32 kpc). For five di↵erent
integration angles, the median J (resp D)-factors as well as their
68% and 95% CIs are given. Note that possible triaxiality of the
dSph galaxies adds a systematic uncertainty of ±0.4 (resp. ±0.3)

(Bonnivard et al. 2015a) and is not included in the quoted
intervals.

↵int log10(J(↵int)) log10(D(↵int))

[deg] [J/GeV2 cm�5]a [D/GeVcm�2]b

0.01 16.9
+0.5(+1.1)
�0.4(�0.8) 15.6

+0.5(+1.0)
�0.3(�0.5)

0.05 18.2
+0.5(+1.0)
�0.4(�0.7) 17.0

+0.6(+1.0)
�0.3(�0.5)

0.1 18.6
+0.6(+1.1)
�0.4(�0.8) 17.5

+0.6(+1.1)
�0.4(�0.6)

0.5 19.5
+1.0(+1.6)
�0.6(�1.3) 18.8

+0.7(+1.2)
�0.7(�1.1)

1 19.7
+1.2(+2.0)
�0.9(�1.5) 19.2

+0.9(+1.4)
�0.9(�1.4)

a1 GeV2 cm�5 = 2.25⇥ 10�7M2
� kpc�5

b1 GeV cm�2 = 8.55⇥ 10�15M� kpc�2

by Walker et al. (2015). Therefore we do not expect a
strong sensitivity to foreground contamination. In this
study, and as advocated in Bonnivard et al. (2015b), we
use the data with Pi > 0.95 (seventeen likely members,
one less than identified by Walker et al. 2015 after exclu-
sion of Ret2-142) as our fiducial setup.

3. RESULTS

Figure 3 displays the J- (top) and D-factors (bottom)
of Ret II, reconstructed from the Jeans/MCMC analy-
sis, as a function of the integration angle ↵

int

. Solid lines
represent the median values, while dashed and dash-dot
lines symbolize the 68% and 95% CIs respectively. Our
data-driven Jeans analysis gives large statistical uncer-
tainties due to the small size of the kinematic sample,
and reflects our restricted knowledge of the DM content
of this object. The CIs are comparable to those obtained
for other ‘ultrafaint’ dSphs by Bonnivard et al. (2015b)
(see also Figure 4). Table 1 summarizes our results for
the astrophysical factors of Ret II.
We cross-checked our findings by varying di↵erent in-

gredients of the Jeans analysis. The resulting J-factors
are shown in Figure 4. First, we ran the analysis using all
38 stars of the sample, but weighting the log-likelihood
function of equation (4) by the membership probabilities
Pi. Bonnivard et al. (2015b) find that a large di↵erence
between a Pi-weighted and a Pi > 0.95 analysis is an-
other hint of contamination by Milky Way foreground
stars. Here, the two analyses give very similar results,
suggesting a clean sample for Ret II. We then randomly
divide the kinematic sample in two parts, using one out of
every two stars to build the two sub-samples. Applying
the analysis to the two subsets leads to very similar J-
and D-factors, which confirms that the reconstruction of
the astrophysical factors is not significantly a↵ected by
outliers. We finally performed a binned Jeans analysis
(see Charbonnier et al. 2011; Bonnivard et al. 2015b) of
the kinematic data and found it to be compatible with
our unbinned analysis.

0.2 18.8± 0.6

0.5 18.9± 0.6
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Figure 2. Top: velocity dispersion profile of Ret II and recon-
structed median and credible intervals (solid and dashed black lines
respectively), as well as best fit (long dashed red lines, shown for
illustration purposes only). Bottom: distribution of membership
probabilities as a function of the projected radius R and the de-
parture from the mean velocity (z-axis, blue to red color) for the
nineteen stars with Pi 6= 0. The size of the points is proportional
to the velocity uncertainty. See text for discussion.

et al. 2009, 2013), and we use the samples from the pos-
terior PDFs to propagate the light profile uncertainty in
the Jeans analysis. Figure 1 shows the fit to the projected
stellar density profile of Ret II (solid red line), with the
contributions from Ret II itself and from the constant
background (solid black and blue lines respectively).

Kinematic data— We use the Ret II stellar kinematic
data set from Walker et al. (2015), obtained with M2FS.
It consists of projected positions and l.o.s. velocities for
38 individual stars, as well as an estimation of their mem-
bership probability Pi. The latter, obtained using an ex-
pectation maximization algorithm (Walker et al. 2009),
quantifies the probability that a given star belongs to the
dSph or to the Milky Way foreground.
The top panel of Figure 2 presents the velocity disper-

sion profile of Ret II, as well as its reconstruction with the
Jeans analysis8. The bottom panel of Figure 2 shows the
distribution of membership probabilities as a function
of the projected radius R and the departure from the
mean velocity (color-coded from blue to red), for stars
with non-zero Pi. As pointed out in Bonnivard et al.
(2015b), a large fraction of stars with both intermediate
Pi (0.1 < Pi < 0.95) and large departure from the mean
velocity hints at Milky Way foreground contamination,
which can a↵ect the J- and D-factor reconstruction. For
Ret II, only one star shows an intermediate Pi (Ret2-142
in the catalog of Walker et al. 2015, with Pi = 0.86), with
a very small departure from the mean velocity estimated

8 The binned data and associated velocity dispersion reconstruc-
tion are only shown for illustration purposes. The final results are
obtained with an analysis of unbinned data.

Table 1
Astrophysical factors for Ret II (d = 32 kpc). For five di↵erent
integration angles, the median J (resp D)-factors as well as their
68% and 95% CIs are given. Note that possible triaxiality of the
dSph galaxies adds a systematic uncertainty of ±0.4 (resp. ±0.3)

(Bonnivard et al. 2015a) and is not included in the quoted
intervals.

↵int log10(J(↵int)) log10(D(↵int))

[deg] [J/GeV2 cm�5]a [D/GeVcm�2]b

0.01 16.9
+0.5(+1.1)
�0.4(�0.8) 15.6

+0.5(+1.0)
�0.3(�0.5)

0.05 18.2
+0.5(+1.0)
�0.4(�0.7) 17.0

+0.6(+1.0)
�0.3(�0.5)

0.1 18.6
+0.6(+1.1)
�0.4(�0.8) 17.5

+0.6(+1.1)
�0.4(�0.6)

0.5 19.5
+1.0(+1.6)
�0.6(�1.3) 18.8

+0.7(+1.2)
�0.7(�1.1)

1 19.7
+1.2(+2.0)
�0.9(�1.5) 19.2

+0.9(+1.4)
�0.9(�1.4)

a1 GeV2 cm�5 = 2.25⇥ 10�7M2
� kpc�5

b1 GeV cm�2 = 8.55⇥ 10�15M� kpc�2

by Walker et al. (2015). Therefore we do not expect a
strong sensitivity to foreground contamination. In this
study, and as advocated in Bonnivard et al. (2015b), we
use the data with Pi > 0.95 (seventeen likely members,
one less than identified by Walker et al. 2015 after exclu-
sion of Ret2-142) as our fiducial setup.

3. RESULTS

Figure 3 displays the J- (top) and D-factors (bottom)
of Ret II, reconstructed from the Jeans/MCMC analy-
sis, as a function of the integration angle ↵

int

. Solid lines
represent the median values, while dashed and dash-dot
lines symbolize the 68% and 95% CIs respectively. Our
data-driven Jeans analysis gives large statistical uncer-
tainties due to the small size of the kinematic sample,
and reflects our restricted knowledge of the DM content
of this object. The CIs are comparable to those obtained
for other ‘ultrafaint’ dSphs by Bonnivard et al. (2015b)
(see also Figure 4). Table 1 summarizes our results for
the astrophysical factors of Ret II.
We cross-checked our findings by varying di↵erent in-

gredients of the Jeans analysis. The resulting J-factors
are shown in Figure 4. First, we ran the analysis using all
38 stars of the sample, but weighting the log-likelihood
function of equation (4) by the membership probabilities
Pi. Bonnivard et al. (2015b) find that a large di↵erence
between a Pi-weighted and a Pi > 0.95 analysis is an-
other hint of contamination by Milky Way foreground
stars. Here, the two analyses give very similar results,
suggesting a clean sample for Ret II. We then randomly
divide the kinematic sample in two parts, using one out of
every two stars to build the two sub-samples. Applying
the analysis to the two subsets leads to very similar J-
and D-factors, which confirms that the reconstruction of
the astrophysical factors is not significantly a↵ected by
outliers. We finally performed a binned Jeans analysis
(see Charbonnier et al. 2011; Bonnivard et al. 2015b) of
the kinematic data and found it to be compatible with
our unbinned analysis.
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Figure 2. Top: velocity dispersion profile of Ret II and recon-
structed median and credible intervals (solid and dashed black lines
respectively), as well as best fit (long dashed red lines, shown for
illustration purposes only). Bottom: distribution of membership
probabilities as a function of the projected radius R and the de-
parture from the mean velocity (z-axis, blue to red color) for the
nineteen stars with Pi 6= 0. The size of the points is proportional
to the velocity uncertainty. See text for discussion.

et al. 2009, 2013), and we use the samples from the pos-
terior PDFs to propagate the light profile uncertainty in
the Jeans analysis. Figure 1 shows the fit to the projected
stellar density profile of Ret II (solid red line), with the
contributions from Ret II itself and from the constant
background (solid black and blue lines respectively).

Kinematic data— We use the Ret II stellar kinematic
data set from Walker et al. (2015), obtained with M2FS.
It consists of projected positions and l.o.s. velocities for
38 individual stars, as well as an estimation of their mem-
bership probability Pi. The latter, obtained using an ex-
pectation maximization algorithm (Walker et al. 2009),
quantifies the probability that a given star belongs to the
dSph or to the Milky Way foreground.
The top panel of Figure 2 presents the velocity disper-

sion profile of Ret II, as well as its reconstruction with the
Jeans analysis8. The bottom panel of Figure 2 shows the
distribution of membership probabilities as a function
of the projected radius R and the departure from the
mean velocity (color-coded from blue to red), for stars
with non-zero Pi. As pointed out in Bonnivard et al.
(2015b), a large fraction of stars with both intermediate
Pi (0.1 < Pi < 0.95) and large departure from the mean
velocity hints at Milky Way foreground contamination,
which can a↵ect the J- and D-factor reconstruction. For
Ret II, only one star shows an intermediate Pi (Ret2-142
in the catalog of Walker et al. 2015, with Pi = 0.86), with
a very small departure from the mean velocity estimated

8 The binned data and associated velocity dispersion reconstruc-
tion are only shown for illustration purposes. The final results are
obtained with an analysis of unbinned data.

Table 1
Astrophysical factors for Ret II (d = 32 kpc). For five di↵erent
integration angles, the median J (resp D)-factors as well as their
68% and 95% CIs are given. Note that possible triaxiality of the
dSph galaxies adds a systematic uncertainty of ±0.4 (resp. ±0.3)

(Bonnivard et al. 2015a) and is not included in the quoted
intervals.

↵int log10(J(↵int)) log10(D(↵int))

[deg] [J/GeV2 cm�5]a [D/GeVcm�2]b

0.01 16.9
+0.5(+1.1)
�0.4(�0.8) 15.6

+0.5(+1.0)
�0.3(�0.5)

0.05 18.2
+0.5(+1.0)
�0.4(�0.7) 17.0

+0.6(+1.0)
�0.3(�0.5)

0.1 18.6
+0.6(+1.1)
�0.4(�0.8) 17.5

+0.6(+1.1)
�0.4(�0.6)

0.5 19.5
+1.0(+1.6)
�0.6(�1.3) 18.8

+0.7(+1.2)
�0.7(�1.1)

1 19.7
+1.2(+2.0)
�0.9(�1.5) 19.2

+0.9(+1.4)
�0.9(�1.4)

a1 GeV2 cm�5 = 2.25⇥ 10�7M2
� kpc�5

b1 GeV cm�2 = 8.55⇥ 10�15M� kpc�2

by Walker et al. (2015). Therefore we do not expect a
strong sensitivity to foreground contamination. In this
study, and as advocated in Bonnivard et al. (2015b), we
use the data with Pi > 0.95 (seventeen likely members,
one less than identified by Walker et al. 2015 after exclu-
sion of Ret2-142) as our fiducial setup.

3. RESULTS

Figure 3 displays the J- (top) and D-factors (bottom)
of Ret II, reconstructed from the Jeans/MCMC analy-
sis, as a function of the integration angle ↵

int

. Solid lines
represent the median values, while dashed and dash-dot
lines symbolize the 68% and 95% CIs respectively. Our
data-driven Jeans analysis gives large statistical uncer-
tainties due to the small size of the kinematic sample,
and reflects our restricted knowledge of the DM content
of this object. The CIs are comparable to those obtained
for other ‘ultrafaint’ dSphs by Bonnivard et al. (2015b)
(see also Figure 4). Table 1 summarizes our results for
the astrophysical factors of Ret II.
We cross-checked our findings by varying di↵erent in-

gredients of the Jeans analysis. The resulting J-factors
are shown in Figure 4. First, we ran the analysis using all
38 stars of the sample, but weighting the log-likelihood
function of equation (4) by the membership probabilities
Pi. Bonnivard et al. (2015b) find that a large di↵erence
between a Pi-weighted and a Pi > 0.95 analysis is an-
other hint of contamination by Milky Way foreground
stars. Here, the two analyses give very similar results,
suggesting a clean sample for Ret II. We then randomly
divide the kinematic sample in two parts, using one out of
every two stars to build the two sub-samples. Applying
the analysis to the two subsets leads to very similar J-
and D-factors, which confirms that the reconstruction of
the astrophysical factors is not significantly a↵ected by
outliers. We finally performed a binned Jeans analysis
(see Charbonnier et al. 2011; Bonnivard et al. 2015b) of
the kinematic data and found it to be compatible with
our unbinned analysis.

0.2 18.8± 0.6

0.5 18.9± 0.6

Flexible  profile  
No  artificial  truncation  
No  assumption  on  the  distribution  
J  is  the  peak  of  the  distribution    
Error  is  percentiles

Plummer  profile  
Truncation  at  1  kpc  
Gaussian  approximation  
J  is  the  peak  of  the  Gaussian  
Error  is  standard  deviation
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Where  do  we  go  from  here

1.  Is  it  consistent  with  background?    

2.  Is  it  consistent  with  dark  matter  annihilation?    

3.  Is  it  consistent  with  any  other  possible  source  (pulsars,  AGNs,  ?)  

4.  Is  it  something  else?  (e.g.,  instrumental/data  set  systematics?)  (P7R  vs  P8)  
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Statistical  significance  of  a  dark  matter  interpretation

Background  modeling  

-‐‑‒ Diffuse  1:  Fermi-‐‑‒LAT  background  averaged  over  

1  degree.    

-‐‑‒ Diffuse  2:  Fermi-‐‑‒LAT  background  averaged  over  

2  degrees.    

-‐‑‒ Empirical  1:  Events  in  an  [1-‐‑‒5]  degree  annulus  

from  central  ROI  with  20%  gaussian  width  on  

energy.    

-‐‑‒ Empirical  2:  Bin  Empirical  1  events  in  energy.

Based  on  PRL  115,  081101  &  ApJL  808  L36  (2015)

-‐‑‒ Background  in  the  central  0.5  degree  ROI  is  a  Poisson  random  variable  

-‐‑‒ Background  is  isotropic  

-‐‑‒ Energies  are  drawn  from  a  given  spectrum
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FIG. 2: Significance of the �-ray excess in the direction of Reticulum 2 as a function of dark matter particle mass. Left: Curves
correspond to the result of the search in various channels (i.e. using di↵erent ways of weighting events) using background model
Di↵use 1. The curve for e+e� is similar to µ+µ�, ZZ is similar to W+W �, and q represents u, d, c, s quarks and gluons. Right:
Significance in the ⌧+⌧� channel for four di↵erent background models (see text).

However, it is important to consider a “trials factor” to
account for the fact that we are searching for dark mat-
ter particles of any mass. As shown in Fig. 6 of [41], the
search is not particularly sensitive to the particle mass
used in the weight function: ⇠ 3 trial masses su�ce if
the true mass is between 10 GeV and 1 TeV for the bb̄
and ⌧+⌧� channels. Nonetheless, we quantify the trials
factor by simulating large numbers of ROIs under the
Di↵use 1 model. A p-value is found at each trial mass
and the minimum of these pm is recorded for each sim-
ulated ROI. The “global” p-value p

global

is the fraction
of simulated ROIs with pm less than that observed in
Ret2. Simulating ⇠ 30 million background ROIs, we find
p
global

= 9.8 ⇥ 10�5 for bb̄ and p
global

= 4.2 ⇥ 10�5 for
⌧+⌧�. Note that the trials factor may have a more sig-
nificant e↵ect for a lighter final state (e.g., electrons).

Following [11, 38, 41], we also consider an entirely dif-
ferent procedure for computing significance. Under this
second procedure, we construct the PDF of T due to
background by making a histogram of T values for ROIs
distributed over the region surrounding the dwarf. This
procedure is model-independent and automatically ac-
counts for non-Poisson background processes (e.g., due
to unresolved sources), an e↵ect examined by several
groups [11, 19, 40, 41, 50–52].

The left-hand panel of Fig. 3 shows the significance
of Ret2’s signal as calculated following the model-
independent procedure. Compared with the Poisson-
process model for background (see above), this proce-
dure assigns less significance to Ret2’s �-ray signal (in
accord with [19, 40, 41]). For example, when searching
for a 25 GeV particle annihilating to ⌧+⌧�, eight of 3306
background ROIs have T -values larger than Ret2’s (2.8�;
other channels show similar reductions in significance).

A trials factor for the model-independent approach is
found by counting the number of background ROIs which
have T values among the top n for any mass considered
(n is the rank of the central ROI at the most significant
mass). For annihilation into ⌧+⌧�, n = 9 and there are
32 such ROIs, giving a global p-value of 32/3306 = 0.0097
(2.3�). The same global significance is found by comput-
ing what fraction of simulated Poisson background ROIs
have p-value less than 8/3306.

The application of this model-independent procedure
to Ret2 reveals its fundamental limitation: a strong sig-
nal necessarily implies that very few background ROIs
have T larger than that of the object of interest. Thus,
poor sampling of the large-T tail prevents a robust cal-
culation of significance for the Ret2 signal. For exam-
ple, had we used a 5� background region instead of 10�,
zero background ROIs would have given a T value larger
than Ret2. In any case, this procedure clearly identi-
fies Ret2’s as the most tantalizing �-ray signal from any
known dwarf galaxy (left-hand panel of Fig. 3).

If the �-ray signal is interpreted as dark matter, we
perform a simple exploration of the allowed particle pa-
rameter space. As shown in [41], for the two parameters
M and h�vi, the likelihood ratio is related to T :

log
L(data | (M, h�vi) + bg)

L(data | bg)
= T �

Z

E,✓
s(E, ✓), (2)

where the integral is the expected number of events in
the ROI due to dark matter annihilation. We denote the
right-hand side as �(M, h�vi). Maximizing �(M, h�vi)
yields the maximum likelihood estimate cM, dh�vi. The

di↵erence 2�(cM, dh�vi) � 2�(M, h�vi) is distributed as a
�2 variable with 2 degrees of freedom [53] when M, h�vi
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However, it is important to consider a “trials factor” to
account for the fact that we are searching for dark mat-
ter particles of any mass. As shown in Fig. 6 of [41], the
search is not particularly sensitive to the particle mass
used in the weight function: ⇠ 3 trial masses su�ce if
the true mass is between 10 GeV and 1 TeV for the bb̄
and ⌧+⌧� channels. Nonetheless, we quantify the trials
factor by simulating large numbers of ROIs under the
Di↵use 1 model. A p-value is found at each trial mass
and the minimum of these pm is recorded for each sim-
ulated ROI. The “global” p-value p

global

is the fraction
of simulated ROIs with pm less than that observed in
Ret2. Simulating ⇠ 30 million background ROIs, we find
p
global

= 9.8 ⇥ 10�5 for bb̄ and p
global

= 4.2 ⇥ 10�5 for
⌧+⌧�. Note that the trials factor may have a more sig-
nificant e↵ect for a lighter final state (e.g., electrons).

Following [11, 38, 41], we also consider an entirely dif-
ferent procedure for computing significance. Under this
second procedure, we construct the PDF of T due to
background by making a histogram of T values for ROIs
distributed over the region surrounding the dwarf. This
procedure is model-independent and automatically ac-
counts for non-Poisson background processes (e.g., due
to unresolved sources), an e↵ect examined by several
groups [11, 19, 40, 41, 50–52].

The left-hand panel of Fig. 3 shows the significance
of Ret2’s signal as calculated following the model-
independent procedure. Compared with the Poisson-
process model for background (see above), this proce-
dure assigns less significance to Ret2’s �-ray signal (in
accord with [19, 40, 41]). For example, when searching
for a 25 GeV particle annihilating to ⌧+⌧�, eight of 3306
background ROIs have T -values larger than Ret2’s (2.8�;
other channels show similar reductions in significance).

A trials factor for the model-independent approach is
found by counting the number of background ROIs which
have T values among the top n for any mass considered
(n is the rank of the central ROI at the most significant
mass). For annihilation into ⌧+⌧�, n = 9 and there are
32 such ROIs, giving a global p-value of 32/3306 = 0.0097
(2.3�). The same global significance is found by comput-
ing what fraction of simulated Poisson background ROIs
have p-value less than 8/3306.

The application of this model-independent procedure
to Ret2 reveals its fundamental limitation: a strong sig-
nal necessarily implies that very few background ROIs
have T larger than that of the object of interest. Thus,
poor sampling of the large-T tail prevents a robust cal-
culation of significance for the Ret2 signal. For exam-
ple, had we used a 5� background region instead of 10�,
zero background ROIs would have given a T value larger
than Ret2. In any case, this procedure clearly identi-
fies Ret2’s as the most tantalizing �-ray signal from any
known dwarf galaxy (left-hand panel of Fig. 3).

If the �-ray signal is interpreted as dark matter, we
perform a simple exploration of the allowed particle pa-
rameter space. As shown in [41], for the two parameters
M and h�vi, the likelihood ratio is related to T :

log
L(data | (M, h�vi) + bg)

L(data | bg)
= T �

Z

E,✓
s(E, ✓), (2)

where the integral is the expected number of events in
the ROI due to dark matter annihilation. We denote the
right-hand side as �(M, h�vi). Maximizing �(M, h�vi)
yields the maximum likelihood estimate cM, dh�vi. The

di↵erence 2�(cM, dh�vi) � 2�(M, h�vi) is distributed as a
�2 variable with 2 degrees of freedom [53] when M, h�vi

Statistical  significance  of  a  dark  matter  interpretation

Based  on  PRL  115,  081101  &  ApJL  808  L36  (2015)

See  Geringer-‐‑‒Sameth,  Koushiappas  &  Walker,  PRD  91,  083535  (2015)  for  details  on  the  methodology



Global  p-‐‑‒value  =  0.0097  (2.3  sigma)

Local  p-‐‑‒value  =  0.0024  (2.8  sigma)

Based  on  PRL  115,  081101  &  ApJL  808  L36  (2015)

Global  p-‐‑‒value  =  0.0553  (1.6  sigma)

Local  p-‐‑‒value  =  0.0203  (2  sigma)
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Based  on  PRL  115,  081101  &  ApJL  808  L36  (2015)

4

FIG. 3: Left: Significance of �-ray detection for annihilation into ⌧+⌧� for various masses, calculated using the model-
independent procedure of [41]. Solid and dashed blue lines correspond to Ret2 and Seg1 (another attractive nearby target).
Gray curves correspond to the collection of dwarfs used in [41] as well as the 8 other newly discovered DES dwarfs. Right: The
Fermi isotropic+di↵use model intensity near Ret2. The color corresponds to intensity normalized to the value in the direction
of Ret2 (at an energy of 8 GeV — other energies are similar). A 0.5� ROI is shown at the center and the small dots show
the centers of the ROIs used for the empirical background estimation. White ⇥’s mark the locations of known �-ray sources.
Green circles are the ROIs which have a test statistic larger than that in the central ROI (when searching for a 25 GeV particle
annihilating to ⌧+⌧�).

are the true values of the mass and cross section. There-
fore, regions of (M, h�vi) space where this di↵erence is
less than 2.3, 6.2, and 11.8 constitute 68.2%, 95.4%, and
99.7% confidence regions. The �2 behavior holds only for
large sample sizes and it is not clear if that assumption is
valid here. In particular, for annihilation into electrons
or muons, where low masses are preferred, there are very
few events above 1 GeV but below the dark matter mass.

Figure 4 shows the derived constraints on the prod-
uct Jh�vi for a number of representative channels. Al-
though we cannot make a direct measurement of the cross
section, the constraints on Jh�vi, combined with exist-
ing upper limits on h�vi, allow us to make a prediction

for the dark matter content of Ret2 which must hold if
the �-ray emission is due to annihilating dark matter.
In the ⌧+⌧� channel, for example, the limits from [41]
yield log

10

J & 19.6± 0.3 (compare with Seg1, which has
log

10

J = 19.3 ± 0.3 [47]).

While Ret2’s �-ray signal is tantalizing, it would
be premature to conclude it has a dark matter ori-
gin. Among alternative explanations, perhaps the most
mundane is the possibility that an extragalactic source
lies in the same direction. Searching the BZCAT [54]
and CRATES [55] catalogs reveals a CRATES quasar
(J033553-543026) that is 0.46� from Ret2. Further work
must be done to determine whether this particular source
contributes to the emission, though we note that flat
spectrum radio quasars rarely have a spectral index less
than 2 [56]. One of the much-discussed astrophysical
explanations for the apparent Galactic Center excess is
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FIG. 4: An exploration of a dark matter interpretation
of the observed �-ray excess for four representative anni-
hilation channels. J = J19 1019GeV2cm�5 and h�vi =
h�vi�26 10�26cm3 sec�1. Currently the data constrain only
the product of Jh�vi since the dark matter content of Retic-
ulum 2 is currently unknown. Contours represent 68%, 95%,
and 99.7% confidence regions. Note that this figure does not
quantify which annihilation channel is preferred by the data,
i.e. which channel provides the best fit to the �-ray spectrum.

millisecond pulsars [24, 26, 57–61]. In the case of Ret2,
it is the high-energy behavior which disfavors a pulsar
model, as millisecond pulsars exhibit an exponential cut-
o↵ at around 2.5 to 4 GeV [26, 30, 61–64]. Alternatively,

Does  the  data  prefer  one  explanation  (channel)  over  something  else?    What  can  the  LHC  tell  us?  
(see  e.g.,  Fan,  Koushiappas  &  Landsberg,  1507.06993)

Statistical  significance  of  a  dark  matter  interpretation

What  about  consistency  checks  with  the  Galactic  center  and  other  dwarfs?    
(see  e.g.,  Abazajian  &  Keeley  1510.06424)

Assuming  a  J  value  as  in    
Bonnivard  et  al.  ApJL  808  L36  (2015)  



Where  do  we  go  from  here

1.  Is  it  consistent  with  background?    

2.  Is  it  consistent  with  dark  matter  annihilation?    

3.  Is  it  consistent  with  any  other  possible  source  (pulsars,  AGNs,  ?)  

4.  Is  it  something  else?  (e.g.,  instrumental/data  set  systematics?)  (P7R  vs  P8)  

  



In  conclusion

Given  that  this  is  the  very  first  time  we  have  a  hint  of  gamma-‐‑‒rays  along  the  
line  of  sight  to  a  dwarf  galaxy  it  is  important  we  understand  Reticulum  II  as  
much  as  the  data  allows  as  it  is  a  massive  nearby  dwarf  galaxy  ̶—  a  prime  
target  in  the  search  for  a  non-‐‑‒gravitational  signature  of  dark  matter.    

  




