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The Pierre Auger Collaboration

460 collaborators  
110 institutions from 17 countries 



Outline

The Pierre Auger Observatory 
Science case and characteristics 

Results, towards the understanding of UHECR’s 
Spectrum, 

Anisotropy 

Mass composition 

Hadronic models 

Summary and future plans 

  Auger Prime
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Original AUGER Science Case 

1. A precise reconstruction of the energy spectrum 
  Is the  GZK cutoff  observed or challenged? 

2. The identification of primaries, even if only statistical:  
 proton, nuclei , or more exotic particles ( gamma, neutrinos ?)  
  - Based on the air shower properties,  
  - Could give constrain to existing hadronic models 

3. A systematic study of arrival directions 
  Search for indication of anisotropies  
                  and existence of point sources 

Knee

UHECR



Isabelle Lhenry-Yvon, TeVPA 2015, Kashiwa , 26-31 october  
5

The Pierre Auger Observatory in Argentina

Fluorescence detectors 
4 building with 6 telescopes each 
Telescope f.o.v. 30 x 30 
~15 % duty cycle 

Surface detectors 
1680 Cherenkov stations 
1.5 Km spaced on a hexagonal 
grid 
Can detect shower up to 90° 
100% duty cycle

Completed in 2008 
Progressive data taking starting in 2004

Aiming at understanding the origin of Ultra High Energy Cosmic Rays,  
the PAO associates  the widest detection surface (3000 km2) 

 together with the highest precision ever achieved

SD

 FD
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Present status of the Pierre Auger Observatory 

Isabelle	  Lhenry-‐Yvon	  RICAP-‐14,	  Noto	  ,	  September	  30th-‐October	  3rd

HEAT

750 m  ARRAY

LOW ENERGY EXTENSION (1017 - 3 1018 eV)
1500 m  ARRAY
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Present status of the Pierre Auger Observatory 

Isabelle	  Lhenry-‐Yvon	  RICAP-‐14,	  Noto	  ,	  September	  30th-‐October	  3rd

HEAT

750 m  ARRAY AMIGA MUON COUNTERS

LOW ENERGY EXTENSION (1017 - 3 1018 eV)
1500 m  ARRAY

AERA 

Engineering Array of 7 
buried muon detectors 

COMPLETED FEBRUARY 2015
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The different AUGER  data sets 

FD + ≥ 1 SD 1500 station   Fully efficient: E ≿ 1018 eV 

HEAT + ≥ 1 SD-750  station Fully efficient    E ≿ 1017eV 

Energy measurement: EFD

HYBRID

fully efficient:   E > 3 x 1018 eV 
energy estimator: S38

SD-1500 m (θ<60°)

fully efficient:  E > 4 x 1018 eV 
energy estimator: N19

SD-1500 m (62°<θ<80°)

fully efficient: E > 3 x 1017 eV 

energy estimator: S35

SD-750 m (θ<55°)
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SPECTRUM



Isabelle Lhenry-Yvon, TeVPA 2015, Kashiwa , 26-31 october  11

Energy Reconstruction of Auger Events

  SD  vertical  (θ < 60°) SD  horizontal al  (62 < θ < 80°)

Signal at 1000 m from lateral profile

  Energy estimator : N19

N19: relative number of muons at ground w.r.t. the 
density of muons of the reference distribution:

-> use of Constant Intensity Cut (CIC)

ρμ,19 reference profile from parameterization of muon 

density at ground (  1019 eV p QGSJetII-03)	  

S(1000) is  θ 
dependent due to 
attenuation in 
atmosphere

S(1000)	  	  

  Energy estimator S(1000):

Conversion 

S(1000) -> S38 

N19 is not θ dependent ( already included in ρμ,19) 
In case of SD 750m array: S(450)  S35

I. Valiño et al. Muon content in inclined air showers
33RD INTERNATIONAL COSMIC RAY CONFERENCE, RIO DE JANEIRO 2013

and attenuation with the zenith angle of the muon density
profile are independent of the cosmic-ray energy E and mass
A, so the factorisation (1) holds in good approximation.

Introducing Nµ (Nµ,19) as the total number of muons
reaching ground as predicted by the integral of Eq. 1
(respectively of rµ,19), N19 is simply the ratio Nµ/Nµ,19.
Hence N19 carries the dependence on the energy and mass.
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Figure 1: Muon number density in the coordinate plane
perpendicular to the shower axis at ground level (transverse
plane) for proton-induced showers of 1019 eV at q = 80�
and f = 0� (parallel to x-axis) and core at (x,y) = (0,0).

The estimation of N19 is done via a maximum-likelihood
fit of the predicted rµ to the measured signals and is based
on a detailed model of the detector response to the passage
of muons, obtained from GEANT4 [15] simulations within
the software framework Offline [16] of the Auger Observa-
tory. To perform the fit, the muonic signal is obtained from
the measured signal by subtracting the average contribution
of a residual electromagnetic component (typically 20%
of the muonic signal) parameterised from simulations [17].
The achieved resolution improves from 20% to 8% in the
range log10(E/eV) = [18.6,19.8] and the systematic uncer-
tainty is smaller than 5%. Further details of the reconstruc-
tion procedure and validation tests can be found in [9].

2.1 Testing N19 as an estimator of the muon
number, Rµ

In this section we want, using MC simulations, to test the ef-
fectiveness of N19 as estimator of the total number of muons
reaching ground relative to that contained in the reference
distribution. We do so by comparing in simulated show-
ers the N19 parameter to the true ratio R

MC

µ = N

true

µ /Nµ,19,
where N

true

µ is the true number of muons at ground.
Three different sets of simulated events were used in

this study. The first set consists of 100000 proton and
100000 iron showers generated using AIRES [18] with
QGSJet01 [19] at a relative thinning of 10�6, following an
energy spectrum E

�2.6 over the energy range log10(E/eV)
= [18.5,20.] and an isotropic angular distribution. The
second (third) set consists of 12000 proton and 12000
iron showers generated using CORSIKA with QGSJetII-
04 [20] (EPOS LHC [21]) with the same thinning and
angular distribution, and an energy spectrum E

�1 over the
energy range log10(E/eV) = [18.,20.]. Showers subsequently
underwent a full simulation of the detector with random

core positions on the ground, and were then reconstructed
using the procedure adopted for data.

The mean value of the difference between N

MC

19 and R

MC

µ
is shown in Fig. 2. We note that the bias is less than 5% for
showers with R

MC

µ > 0.6, value above which the SD array
is over 95% efficient. From this result, we can conclude that
N19 provides a direct measurement of the relative number
of muons with respect to the reference distribution with
little bias. To parameterise the average bias as shown in
Fig. 2, we have chosen the average of the two extreme
cases shown, corresponding to iron showers generated with
EPOS LHC and QGSJet01. In the following, we will call
Rµ the measured N19 after correction for this average bias.
Its uncertainty is estimated to be 5% from the dispersion of
the different hadronic interaction models and compositions
explored.

)MC
µ(R

10
log

-0.2 0 0.2 0.4 0.6 0.8 1 1.2

>
M

C
µ

)/R
M

C
µ

 - 
R

M
C

19
<(

N

-0.05

0.00

0.05

Proton (QGSJET01)
Iron (QGSJET01)
Proton (QGSJETII04)
Iron (QGSJETII04)
Proton (EPOSLHC)
Iron (EPOSLHC)

QGSJet01QGSJet01
QGSJet01

QGSJetII-04
QGSJetII-04

EPOS LHC
EPOS LHC

Figure 2: Average of the relative difference between N

MC

19
and R

MC

µ for proton and iron showers simulated with
QGSJet01, QGSJetII-04 and EPOS LHC. The band indi-
cates the bias region and the solid line indicates the parame-
terised average bias.

3 Energy dependence of Rµ
For inclined showers, we use N19 for the energy calibration.
This is done using the calorimetric energy EFD from high-
quality events measured simultaneously with SD and FD
(golden hybrid events) [22]. In the same way, here, we
obtain the correlation of Rµ with EFD to study the relative
muon content of measured showers as a function of the
energy. As noted in the introduction, Rµ is sensitive to
primary composition and to the properties of the hadronic
interactions in the shower.

The data set contains hybrid events with zenith angles
62� < q < 80� with at least four triggered stations and
for which the closest station to the fitted core and its six
adjacent stations are all active. In addition, these events
have to satisfy a set of quality cuts for the FD specifically
designed to ensure an accurate reconstruction of the arrival
direction and of the longitudinal profile. The cuts are
adapted versions of those used in calibration of events with
q < 60� [23, 24, 25]. The station closest to the shower core
that is used for the geometrical reconstruction must be at
a distance below 750 m. For a precise estimation of the
EFD we require adequate monitoring of the atmospheric
conditions (cloud coverage below 25% in the FD field
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Calibration of AUGER data sets 

For each  SD data , the energy estimator  is calibrated with FD energy with hybrid data set 

The FD defines all energy scales    ->  systematic uncertainty 
~ 
14%

Cross correlation of the SD energy 
 estimators (S) with the FD energy EFD = A * SB

Detector E N ( E>E

Hybrid
FD+SD 1 ~10000

SD 1500m
(0°-60°) 3 ~100000

SD  1500 m
(60°-80°) 4 15000

SD 750m
(0°-55°) 0.3 6000

HEAT +SD 0.1 60000
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Energy spectrum over 3 decades in energy

4 data sets combined :  SD 750 m, FD (hybrid), SD 1500 m (0-60°), SD 1500 m (60-80°)

𝛾1= 3.29±0.02±0.05 𝛾2= 2.6±0.02±0.1

∆𝛾= 3.14±0.02±0.04

Eankle = (4.8 ± 0.1 ± 0.8) EeV
Esupp = (42.1 ± 1.7 ± 7.6) EeV

≈ 200 000 events, ≈ 50000 km2 sr yr exposure, FOV: -90°, +25 in δ
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AUGER/Telescope Array  spectra 

Under study by UHECR spectrum WG(TA/Auger) ( I.C Maris, UHECR2014)

Discrepancy can be accommodated within a systematic energy shift , but not at the highest 
energies
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ANISOTROPIES
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The search for anisotropies to track the origin of cosmic rays

At small and intermediate scale : 

 For light particles at the  largest energies we expect small deviation from magnetic fields ( a few 
degrees)   : 
 - A clear anisotropie would  reveal a large fraction of protons in the high energy flux 
 - Possible CR astronomy ?? 

   -> Intrinsic correlations or correlation with close objects from catalogs 
  

At large scale : 

 - diffusion & escape of galactic CR below EeV energies can generate dipole pattern 

 - A change in the large scale anisotropy could sign the galactic/extra galactic transition  ( at the 
ankle ? ) 
     
   -> Search of dipole on different energy ranges 

C
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Blind search for excesses  

Li-Ma significance map in 12° circles; 
largest excess 4.3σ, Ethresh = 54 EeV, 18° from CenA; 
Post-trial probability (from simulations ) 69%, 

All excess found are compatible with isotropy.

Search of small/intermediate scale anisotropies in the arrival directions 
 of the most energetic cosmic rays  < 80°

Scan on parameters: compute the obs./exp number of events in each circular window for: 
E

th 
∈[40;80]EeV in1 EeV steps,   Ψ ∈ [ 1

o

; 30
o 

] ) in 1o steps

34th ICRC, 30 July-6 August 2015, The Hague, The Netherlands

«Intrinsic» anisotropy tests

➡  Data compatible with isotropic expectations. 

6

‣ Scan on parameters:  compute the obs./exp number of events in each circular window for:

‣ Auto-correlation  analysis does not find any significant excess either.

‣ Most significant excess:

( fraction of isotropic simulations that have a 
more significant excess under the same scan. )

nobs = 14   /   nexp = 3.23

- Significance of 4.3σ for Eth=54 EeV and Ψ = 12o 

level of correlation was �
�(38 )6

7 % in Abreu et al. (2010) and
(33± 5)% in Kampert et al. (2012).

Here we update this analysis, for historical reasons, by using
the vertical data set described in Section 2 and the VCV catalog
used in Abraham et al. (2007). Excluding Period I, there are
146 events above 53 EeV: 41 events correlate with VCV
AGNs, with the angular and distance parameters fixed by the
exploratory scan. The updated fraction of correlations is then
(28.1�

� )3.6
3.8 %, which is two standard deviations above the

isotropic expectation of 21%. On the other hand, note that since
the VCV correlations involve many different regions of the sky
(besides the fact that CRs with different energies have
significant time delays), so an explanation of the reduced
correlation found after 2007 in terms of a transient nature of the
signal would not be natural. Hence, the high level of correlation
found initially was probably affected by a statistical fluctuation.
We conclude that this particular test does not yield a significant
indication of anisotropy with the present data set.

4. GENERAL ANISOTROPY TESTS

4.1. Search for a Localized Excess Flux over the Exposed Sky

A direct analysis of cosmic ray arrival directions is the blind
search for excesses of events over the visible sky. To this aim,
we sample the exposed sky using circular windows with radii
varying from 1° up to 30°, in 1° steps. The centers of the
windows are taken on a 1° × 1° grid. The energy threshold of
the events used to build the maps is varied from 40 EeV up to
80 EeV in steps of 1 EeV. To detect an excess, for every
window and energy threshold we compare the number of
observed events, nobs, with that expected from an isotropic flux
of cosmic rays, nexp. For each sky direction, the expected
number of events for an isotropic distribution is obtained by
numerically integrating the geometric exposures in the
corresponding windows. We use the total number of vertical
and inclined events to normalize the relative exposures of the
two samples. Note that since the triggering is different in the
two cases, this fraction is non-trivial.

For each window, we calculate the binomial probability, p,
of observing by chance in an isotropic flux an equal, or larger,
number of events than that found in the data. We find the
minimum probability, � q �p 5.9 10 6, at an energy threshold
of 54 EeV and in a 12°-radius window centered at right
ascension and declination B E � n � n( , ) (198 , 25 ), i.e., for
Galactic longitude and latitude � � ◦ ◦ℓ b( , ) ( 51 .1, 37 .6), for
which �n n 14 3.23obs exp . The map of the Li–Ma (Li &
Ma 1983) significances of the excesses of events with ⩾E 54

EeV in windows of 12° radius is shown in Figure 1. The
highest significance region just discussed, having a Li–Ma
significance of 4.3σ, is indicated with a black circle. It is close
to the Super-Galactic Plane, indicated with a dashed line, and
centered at about 18° from the direction of Cen A, indicated
with a white star. One should note that although the effect of a
turbulent magnetic field would just be to spread a signal around
the direction toward the source, a regular field that is coherent
over large scales would give rise to a shift in the excess in a
direction orthogonal to that of the magnetic field, with the size
of both effects being energy dependent.
To assess the significance of this excess, we simulated

10,000 sets of isotropic arrival directions containing the same
number of events as the data set. In doing so, we keep the
original energies of the events and assign to them random
arrival directions according to the geometric exposure,
choosing randomly between vertical and inclined events
according to their relative exposures. We apply to the simulated
sets the same scans in angle and energy as those applied to the
data. We find that values smaller than � q �p 5.9 10 6 are
obtained in 69% of isotropic simulations, and hence the excess
found in the data turns out to be compatible with the maximum
excesses expected in isotropic simulations. We note that in the
region of the hot spot reported by the Telescope Array
Collaboration (Abbasi et al. 2014a), a 20° radius circular
window centered at B E � ◦ ◦( , ) (146 .7, 43 .2) which is partially
outside our field of view, we would expect to see 0.97 events
with �E 53 EeV if the distribution were isotropic; one event is
observed.

4.2. The Autocorrelation of Events

Another simple way to test the clustering of arrival directions
is through an autocorrelation analysis, which is particularly
useful when several sources lead to excesses around them on a
similar angular scale. With this method, one looks for excesses
in the number of pairs of events, i.e., excesses of “self-
clustering,” namely, we count the number of pairs of events,

ZN E( , )p th , above a given energy threshold, Eth, that are within
a certain angular distance, ψ. We do this at different energy
thresholds, from 40 up to 80 EeV (in steps of 1 EeV) and we
look at angular scales from 1° up to 30° (in steps of 0◦. 25 up to
5°, and of 1° for larger angles). To identify an excess, we
compare the observed number of pairs with that expected from
an isotropic distribution having the same number of arrival
directions above the corresponding energy threshold. For each
energy threshold and angle we then calculate the fraction of
isotropic simulations having an equal number of, or more pairs
than the data, Zf E( , )th .
The result is shown in Figure 2 as a function of the angular

distance and the energy threshold. The color code indicates the
values obtained for f. The white cross corresponds to the
parameter values leading to the minimum value of this fraction,

�f 0.027min , which happens for Z � ◦1 .5 and �E 42th EeV.
For these parameters, 30 pairs are expected, on average, for
isotropic simulations, while 41 are observed in the data. We
calculate the post-trial probability for this excess, P, as the
fraction of isotropic simulations that under a similar scan over
Eth and ψ lead to a value of fmin smaller than the one obtained
with the data. The resulting value, �P 70%, indicates that the
autocorrelation is compatible with the expectations from an
isotropic distribution of arrival directions.

Figure 1. Map in Galactic coordinates of the Li–Ma significances of
overdensities in 12°-radius windows for the events with ⩾E 54 EeV. Also
indicated are the Super-Galactic Plane (dashed line) and Centaurus A
(white star).
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The Astrophysical Journal, 804:15 (18pp), 2015 May 1 Aab et al.

 Li-Ma significance map (galactic coordinates)

for Ψ = 12o and E>54 EeV 

‣ Post-trial probability:     =69% P

- Eth ∈ [ 40; 80 ] EeV in 1EeV steps 
(Cen A. indicated as a white star)

- Ψ ∈ [ 1o; 30o ] ) in 1º steps

ApJ 804:15 , 2015 
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Search of small/intermediate scale anisotropies in the arrival directions 
 of the most energetic cosmic rays  < 80°

Search of correlations with astrophysical structures Gal-Xgal planes, 2MRS 
galaxies, Swift-BAT AGNs, jetted radio galaxies, CenA; 
Scan over angles, Ethresh, luminosity for AGNs and radio galaxies.

Largest excess of pairs for Swift 
AGNs with 
Ethresh = 58 EeV, 18° circles,  
L > 1044 erg/s, closer 
than 130 Mpc;  
post-trial probability 1.3%.

No  statistically significant deviation from isotropy

ApJ 804:15 , 2015 

to  > 1040 erg s−1. The top-right panel shows the scan in Ψ
and Eth for this minimum, which leads to Y = n12 and

=E 58th EeV. The bottom plot shows the map of the arrival
directions of the events with ⩾E 58 EeV (black dots) and the
radio galaxies within 90Mpc, indicated with red circles of 12°
radius. We see that most of the excess in the number of pairs
arises from the events falling in the circles around the radio
galaxies in the Centaurus region. The globally penalized
probability of getting < ´ -f 5.1 10min

5 after a similar scan
with the radio galaxies in this case turns out to be  � 11%.

7. THE CEN A REGION

Cen A is the nearest radio-loud active galaxy, at a distance of
less than 4Mpc. Thus, it is an obvious candidate source of
UHECRs in the southern sky (Romero et al. 1996). In addition,
the nearby Centaurus cluster is a large concentration of galaxies
lying in approximately the same direction and at a distance of
~50 Mpc. The most significant localized excess of UHECR
arrival directions reported earlier by the Pierre Auger
Collaboration (Abreu et al. 2010) was very close to the
direction of Cen A. In particular, we found 13 events with

energy above 55 EeV in a circular window of radius 18°
centered on Cen A, while 3.2 were expected in case of
isotropy.103 As shown in Section 4.1, the most significant
excess observed in a blind search over the exposed sky with the
present data set is also a region close to the direction of Cen A.
In this section, we search for cross-correlations of the arrival

directions with the direction of Cen A, = - ◦ ◦ℓ b( , ) ( 50 .5, 19 .4).
The search is performed by varying the energy threshold of
events between 40 and 80 EeV and by counting events in
angular radii ranging from 1° to 30°. To assess the significance
of the observed number of events, we compare it to the one
expected from isotropic simulations based on the same number
of arrival directions as in the data. Figure 10 (top-left panel)
shows the fraction, f, of those simulations that yield more than
or an equal number of pairs as the data. The minimum value of
f is = ´ -f 2 10min

4, corresponding to =E 58th EeV and
y = n15 . There are 14 events (out of a total of 155) observed,

Figure 8. Cross-correlation of events with the AGNs in the Swift catalog as a function of D and min (top-left panel), and detail of the scan in Ψ and Eth for the
minimum found (top-right panel). The bottom map (in Galactic coordinates) shows the events with ⩾E 58 EeV, together with the Swift AGNs brighter than
1044 erg s−1 and closer than 130 Mpc, indicated with red circles of 18° radius.

103 We note, however, that the significance of the excess in this particular
window of 18° and for the rescaled energy threshold of 53 EeV did not grow
with the additional data included in this work, for which =n n 18 9obs exp ,
leading to a cummulative binomial probability of ´ -4 10 3.
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Cross-correlation with catalogs

8

Ψ‣ Select CR events with E > Eth and galaxies with distances d< D from a catalog.  
Count the number ndata of pairs of CR-galaxy within angular radius Ψ. 

‣ Scan on parameters*:  for each value of Eth, Ψ,  compute the fraction f of isotropic simulations 
that have niso ≥ ndata

( *with Eth ∈ [ 40; 80 ] EeV and Ψ ∈ [ 1o; 30o ] )
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P
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‣ Compute this fraction f for all values of D and 
the penalized probability P :

➡ P = fraction of isotropic simulations that lead to a 
f≤fdata under the same scan.

‣ Compute the final post-trial probability    :

➡      = fraction of isotropic simulations that lead 
to a Piso ≤Pdata for any value of D. )
P

P
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Large scale anisotropies

Auger data set :  ≈ 70000 events with E>4 EeV and ϑ < 80° , 85% sky coverage 
Modified Raleigh or East-West analysis  

  on 1500 m and 750 m arrays dataset 
Auger/TA   : ≈ 17000 Auger events ,  ≈ 2500 TA events  with E>10 EeV , Full sky coverage 
  Spherical harmonic analysis   

AUGER: Harmonic analysis in right ascension
and azimuth (declination-sensitive)
≈ 70000 events with E>4 EeV and ϑ < 80°
85% sky coverage. Two energy bins: 4-8 EeV and > 8

AUGER/TA 
Dipole Amplitude: 6.5 ± 1.9% 
 (p=5x10-3) 
Pointing to (a, d) = 
 (93°±24°, -46°±18°)

Indications of large-scale anisotropies of CRs at E > 8-10 EeV
challenging the original expectations of isotropy at these energies
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MASS	  COMPOSITION
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Composition from FD longitudinal profile

Fe shower develop higher in atmosphere 
 -> lower Xmax ( ~100g.cm-2 avrg)

•   Depth of shower maximum (<Xmax>); 
•   Elongation rate (d<Xmax>/dlogE); 
•   RMS of Xmax distribution at fixed energy:

Observables sensitive to composition: 
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. . . merged together
Moments from flat acceptance data + exponential tails (⇤⌘) correction

(with Proton and Iron pure composition for EPOS-LHC, Sybill2.1, QGSJetII-04)
Data Set Analysis method Systematic Uncertainties Results Conclusions Backups
A. Porcelli for Pierre Auger | Xmax above 1017 eV with the FD of the Pierre Auger Observatory (CR-EX 1176 – PoS 420) 31.07.2015 9/11
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Mass composition over 3 decades in energy- Xmax

In agreement with TA when folded from the detector effect  (as done in TA)

✓ From a clean hybrid data set ( strong anti-biais cuts), detector independent measurement 
✓ Lastest Hadronic interaction MCs tuned to 7 EeV LHC data  
✓ New extended low energy range data  down to 1017  with HEAT FOV 

HEAT+FD

FD



Isabelle Lhenry-Yvon, TeVPA 2015, Kashiwa , 26-31 october  

ln A moments: QGSJetII-04

Low energy: largest mass dispersion, dominated by intermediate and heavy primaries
High energy: from the lightest at ⇠ 1018.4 eV to heavier with less dispersion of masses.

Data Set Analysis method Systematic Uncertainties Results Conclusions Backups
A. Porcelli for Pierre Auger | Xmax above 1017 eV with the FD of the Pierre Auger Observatory (CR-EX 1176 – PoS 420) 31.07.2015 10/11

ln A moments: EPOS-LHC

Low energy: largest mass dispersion, dominated by intermediate and heavy primaries
High energy: from the lightest at ⇠ 1018.4 eV to heavier with less dispersion of masses.

Data Set Analysis method Systematic Uncertainties Results Conclusions Backups
A. Porcelli for Pierre Auger | Xmax above 1017 eV with the FD of the Pierre Auger Observatory (CR-EX 1176 – PoS 420) 31.07.2015 10/11
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From Xmax to primary mass <ln (A)>

Similar trend with energy for both models : heavy, lighter heavier 
Also tests of models -> QGSJET II yields unphysical results
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Spectrum and Xmax

Homogenenous distribution of of identical sources of p, He, N and Fe nuclei; 
125 data points, 6 fit parameters: injection flux norm. and spec. index γ, cutoff rigidity Rcut, 
p/He/N/Fe fractions;  

Combined fit of energy spectrum and Xmax using propagation models 

 —>  Best fit with very hard injection spectra (γ≤1). 

SimProp and CRPropa used 
   

The best fit (SPG propagation, EPOS-LHC air interactions)
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J0 = 7.17 ⇥ 1018 eV�1 Mpc�3 yr�1 (at 1018 eV)
(L0 = 5.15 ⇥ 1044 erg Mpc�3 yr�1 total)
� = 0.94+0.09

�0.10

Rcut = 1018.67±0.03 V
0.0+29.9% H, 62.0+3.5

�22.2% He, 37.2+4.2
�12.6% N,

0.8+0.2
�0.3% Fe (at 1018 eV)

(0.0% H, 28.9% He, 65.6% N, 5.5% Fe total)
D/n = 178.5/119 (DJ = 18.8, DXmax = 159.8)
p = 0.026

Armando di Matteo (Pierre Auger Collaboration) Combined fit of Auger spectrum and composition data 34th ICRC, The Hague (2015) 7 / 14

The best fit (SPG propagation, EPOS-LHC air interactions)

(E/eV)
10

log
18 18.5 19 19.5 20

]
-2

 [
g

 c
m

〉
m

ax
X〈

650

700

750

800

850
H
He
N
Fe

EPOS-LHC
 

(E/eV)
10

log
18 18.5 19 19.5 20

]
-2

) 
[g

 c
m

m
ax

(X
σ

20

40

60 H

He

N
Fe

 

J0 = 7.17 ⇥ 1018 eV�1 Mpc�3 yr�1 (at 1018 eV)
(L0 = 5.15 ⇥ 1044 erg Mpc�3 yr�1 total)
� = 0.94+0.09

�0.10

Rcut = 1018.67±0.03 V
0.0+29.9% H, 62.0+3.5

�22.2% He, 37.2+4.2
�12.6% N,

0.8+0.2
�0.3% Fe (at 1018 eV)

(0.0% H, 28.9% He, 65.6% N, 5.5% Fe total)
D/n = 178.5/119 (DJ = 18.8, DXmax = 159.8)
p = 0.026

Armando di Matteo (Pierre Auger Collaboration) Combined fit of Auger spectrum and composition data 34th ICRC, The Hague (2015) 7 / 14

For details, see R. Alves Batista, D. Boncioli, A. di Matteo, A. van Vliet and D. Walz, 
““Effects of uncertainties in simulations of extragalactic UHECR propagation, using 

CRPropa and SimProp, prepared for submission to JCAP” (coming soon on arXiv)  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Neutrino and photon at  EeV energies ?

Neutrinos  
use footprint of 
the shower and 
time structure of 
the signal 

Use observables from SD to select neutrinos or photons 

Photons 
use later profile of 
the shower and 
time structure of 
the signal 

First limit from an EAS array below WB bound Top-down models strongly disfavoured

Auger neutrino and photon limits Carla Bleve
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Figure 1: The footprint of an inclined event (i) on
the SD detector: colours from light to dark repre-
sent trigger times from early to late, circle areas are
proportional to the logarithm of the total signal in
individual stations. L, the direction of arrival pro-
jected on the detector plane, is the major axis of
the ellipse encompassing the footprint, W the mi-
nor axis. An example of a time trace in a SD station
digitised with a FADC in 25 ns bins is shown in
(ii): a larger fraction of electromagnetic (em) sig-
nal produces a larger Area over Peak (AoP) ratio
and a larger risetime.
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Figure 2: Distributions of hAoPi (the variable
used to identify neutrinos in the ES selection for
data after 01/06/2010) after applying the inclined
shower selection. The distributions for data in the
training period (full grey histogram) and search pe-
riod (black histogram) are normalised to the same
number of events. The blue histogram shows the
simulated ES nt events. The vertical line repre-
sents the cut on hAoPi above which an event is re-
garded as a neutrino candidate. An exponential fit
to the tail of the distribution of training data is also
shown as a red dashed line - see text for details.

and the distribution of apparent speeds of the trigger time between stations being required to have
an average value close to the speed of light and a small RMS. Large values of the Area-over-Peak
ratio (AoP, Fig. 1 (ii)) in the time traces indicate a large contribution of the electromagnetic compo-
nent. For all the channels the observable used to identify neutrinos is generally based on the AoP of
stations: the full selection strategy is described in [6]. The region for neutrino candidates is defined
using a training data sample (⇠20% of the whole data set). From the distribution of the data in the
training set, the range of the separation variable in which 1 event is expected in 50 yr on the full
SD array is defined. Any event in this range is considered as a neutrino candidate. Fig. 2 illustrates
the exponential fit of the tail of the data distribution for the ES channel, using the average AoP of
early stations as the discriminating variable [6]. The results on the search sample are also shown.

2.2 Photons (Eg >10 EeV)

Showers induced by photons are characterised by a lower content of muons and larger aver-
age depth of maximum longitudinal development (Xmax) than showers initiated by nuclei with the
same energy. This is due to the radiation length being more than two orders of magnitude smaller
than the mean free path for photo-nuclear interaction, causing a reduced transfer of energy to the
hadron/muon channel, and to the development of the shower being delayed by the typically small
multiplicity of electromagnetic interactions. The Landau-Pomeranchuk-Migdal (LPM) effect be-
comes important beyond 10 EeV. At Eg >50 EeV - for the site of the Pierre Auger Observatory -
photons can also convert in the geomagnetic field producing a pre-shower [7], with the probability

3
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Figure 6: Upper limits to the diffuse flux of
UHE neutrinos at 90% C.L. in integrated (hor-
izontal lines) and differential form. Limits de-
scribed in this work (red lines) are compared
with cosmogenic neutrino models [16, 17, 18],
the Waxman-Bahcall bound [19], and limits
from IceCube [20] and ANITA [21]. All neu-
trino limits and fluxes are converted to single-
flavour.
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Figure 7: Upper limits at 95% C.L. to the diffuse
flux of UHE photons derived in this work (black)
shown together with previous results from the
Pierre Auger Observatory with hybrid (Hyb) and
SD data [22], Telescope Array (TA) [23], Yakutsk
(Y) [24], Haverah Park (HP) [25], AGASA (A)
[26] and predictions from several top-down [27,
28] and cosmogenic photon models [27, 17].

evolution and model for the transition from galactic to extragalactic cosmic-rays [18]. A 10-fold
increase in the exposure will be needed to reach the most optimistic predictions in case of a pure
iron composition at sources, out of the range of the current configuration of the observatory.

3.2 Limits to the integrated photon flux

The upper limits on the integral flux of photons, for Eg > E0, are defined as:

FCL
g (Eg > E0) =

NCL
g

hE i (3.3)

where Eg is assigned according to the photon energy reconstruction; NCL
g is the Feldman-Cousins

upper limit to the number of photon events computed at a confidence level CL in the hypothesis of
no background event expected; hE i is the spectrum-weighted average exposure in the energy range
Eg > E0. In the period of data taking considered, the value of hE i is 5200, 6800, 6300 km2 sr yr,
for Eg >10, 20, 40 EeV respectively. The limits to the integral flux are:

F95%
g (Eg > 10, 20, 40 EeV)< 1.9, 1.0, 0.49⇥10�3 km�2 yr�1 sr�1. (3.4)

The limits to the diffuse flux of photons obtained with the Auger Observatory are the most stringent
currently available above 1 EeV (Fig. 7). Top-down models of photon production from the decay
of heavy primordial particles [27, 28] are strongly disfavoured. Preliminary limits derived in this
work for Eg > 10 EeV start constraining the most optimistic predictions of cosmogenic photon
fluxes in the assumption of a pure proton composition at the sources [27]. Cosmogenic models
using a primary spectral index of -2 and maximum energy of 1021 eV at the sources [17] predict an
integrated photon flux above 10 EeV ⇠4 times lower than the current limits in the case of proton
primaries, ⇠2 orders of magnitude lower if iron nuclei are injected at the sources.
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flux of UHE photons derived in this work (black)
shown together with previous results from the
Pierre Auger Observatory with hybrid (Hyb) and
SD data [22], Telescope Array (TA) [23], Yakutsk
(Y) [24], Haverah Park (HP) [25], AGASA (A)
[26] and predictions from several top-down [27,
28] and cosmogenic photon models [27, 17].

evolution and model for the transition from galactic to extragalactic cosmic-rays [18]. A 10-fold
increase in the exposure will be needed to reach the most optimistic predictions in case of a pure
iron composition at sources, out of the range of the current configuration of the observatory.

3.2 Limits to the integrated photon flux

The upper limits on the integral flux of photons, for Eg > E0, are defined as:

FCL
g (Eg > E0) =

NCL
g

hE i (3.3)

where Eg is assigned according to the photon energy reconstruction; NCL
g is the Feldman-Cousins

upper limit to the number of photon events computed at a confidence level CL in the hypothesis of
no background event expected; hE i is the spectrum-weighted average exposure in the energy range
Eg > E0. In the period of data taking considered, the value of hE i is 5200, 6800, 6300 km2 sr yr,
for Eg >10, 20, 40 EeV respectively. The limits to the integral flux are:

F95%
g (Eg > 10, 20, 40 EeV)< 1.9, 1.0, 0.49⇥10�3 km�2 yr�1 sr�1. (3.4)

The limits to the diffuse flux of photons obtained with the Auger Observatory are the most stringent
currently available above 1 EeV (Fig. 7). Top-down models of photon production from the decay
of heavy primordial particles [27, 28] are strongly disfavoured. Preliminary limits derived in this
work for Eg > 10 EeV start constraining the most optimistic predictions of cosmogenic photon
fluxes in the assumption of a pure proton composition at the sources [27]. Cosmogenic models
using a primary spectral index of -2 and maximum energy of 1021 eV at the sources [17] predict an
integrated photon flux above 10 EeV ⇠4 times lower than the current limits in the case of proton
primaries, ⇠2 orders of magnitude lower if iron nuclei are injected at the sources.
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MUONS	  IN	  SHOWERS	  	  
AND	  

HADRONIC	  MODELS
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Muon in showers and hadronic models

AUGER: Harmonic analysis in right ascension
and azimuth (declination-sensitive)
≈ 70000 events with E>4 EeV and ϑ < 80°
85% sky coverage. Two energy bins: 4-8 EeV and > 8

Composition with SD need reliable hadronic models -> 
Comparison of muon number to models with different data using FD and SD 
  

  

 

• Measurement of muon number in highly inclined air showers (SD+FD) 

     from E-FD and mean muon scale    

• Measurement of the longitudinal depth of the muon component  ( SD only) 

Muon Production Depth 
inferred from the SD traces  
for inclined showers 
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174 Auger hybrid events
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Muons in highly inclined events 

The number of muons per unit area at the ground level has a shape 
which is almost independent of energy, composition or hadronic model
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Laura Collica - Measurement of the muon content in air showers at the Pierre Auger Observatory 5

The measured muon scale factor N19 with respect to muon reference 
density profiles is converted to

Analysis details:

➤ data set: 01/2004 - 12/2013
➤  E > 4 x 1018 eV (100% SD trigger)
➤  zenith angles [62°, 80°] (low EM contamination)
➤ 174 hybrid events after quality cuts
➤ systematic uncertainty on Rμ: 11%

reference function 
ρμ,19 (θ,ϕ,x,y)

p QGSJetII-03
E = 1019 eV
θ = 80°
Φ = 0°

 Xμmax
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Muon content of very inclined showers and hadronic models

AUGER: Harmonic analysis in right ascension
and azimuth (declination-sensitive)
≈ 70000 events with E>4 EeV and ϑ < 80°
85% sky coverage. Two energy bins: 4-8 EeV and > 8

 <Rμ> higher than MC iron predictions 
Tension between the Xmax and muon measurements 

Deficit of muons in simulations beetween 30% and 80%

<Rμ>  vs Energy <Rμ>  vs XMax 

hlnRμi numerically based on our fitted model of the
intrinsic fluctuations:

hlnRμið1019 eVÞ ¼
Z

∞

0
lnRμN ðRμÞdRμ

¼ 0.601$ 0.016þ0.167
−0.201ðsysÞ; ð8Þ

where N ðRμÞ is a Gaussian with mean hRμi and spread
σ½Rμ' as obtained from the fit. The deviation of hlnRμi from
lnhRμi is only 2% so that the conversion does not lead to a
noticeable increase in the systematic uncertainty.
Several consistency checks were performed on the data

set. We found no indications for a seasonal variation, or for
a dependence on the zenith angle or the distance of the
shower axis to the fluorescence telescopes.

V. MODEL COMPARISON AND DISCUSSION

A simple comparison of our data with air showers
simulated at the mean zenith angle θ ¼ 67° with the
hadronic interaction models QGSJETII-04 and EPOS
LHC is shown in Fig. 4. The ratio hRμi=ðE=1019 eVÞ
cancels most of the energy scaling, and emphasizes the
effect of the cosmic-ray mass A on the muon number. We
compute the ratio from Eq. (4) (line), and alternatively by a
binwise averaging of the original data (data points). The

two ways of computing the ratio are visually in good
agreement, despite minor bin-to-bin migration effects that
bias the binwise method. The fitting approach we used for
the data analysis avoids the migration bias by design.
Proton and iron showers are well separated, which

illustrates the power of hRμi as a composition estimator.
A caveat is the large systematic uncertainty on the absolute
scale of the measurement, which is mainly inherited from
the energy scale [38]. This limits its power as a mass
composition estimator, but we will see that our measure-
ment contributes valuable insights into the consistency of
hadronic interaction models around and above energies of
1019 eV, where other sensitive data are sparse.
A hint of a discrepancy between the models and the data

is the high abundance of muons in the data. The measured
muon number is higher than in pure iron showers, sug-
gesting contributions of even heavier elements. This
interpretation is not in agreement with studies based on
the depth of shower maximum [40], which show an average
logarithmic mass hlnAi between proton and iron in this
energy range. We note that our data points can be moved
between the proton and iron predictions by shifting them
within the systematic uncertainties, but wewill demonstrate
that this does not completely resolve the discrepancy. The
logarithmic gain dhlnRμi=d lnE of the data is also large
compared to proton or iron showers. This suggests a
transition from lighter to heavier elements that is also seen
in the evolution of the average depth of shower maximum.
We will now quantify the disagreement between model

predictions and our data with the help of the mass
composition inferred from the average depth hXmaxi of
the shower maximum. A valid hadronic interaction model
has to describe all air shower observables consistently. We
have recently published the mean logarithmic mass hlnAi
derived from the measured average depth of the shower
maximum hXmaxi [40]. We can therefore make predictions
for the mean logarithmic muon content hlnRμi based on
these hlnAi data, and compare them directly to our
measurement.
We consider QGSJET01, QGSJETII-03, QGSJETII-04,

and EPOS LHC for this comparison. The relation of hXmaxi
and hlnAi at a given energy E for these models is in good
agreement with the prediction from the generalized Heitler
model of hadronic air showers,

hXmaxi ¼ hXmaxip þ fEhlnAi; ð9Þ

where hXmaxip is the average depth of the shower maxi-
mum for proton showers at the given energy and fE an
energy-dependent parameter [4,41]. The parameters
hXmaxip and fE were computed from air shower simula-
tions for each model.
We derive a similar expression from Eq. (1) by

substituting Nμ;p ¼ ðE=ξcÞβ and computing the average
logarithm of the muon number

FIG. 4 (color online). Average muon content hRμi per shower
energy E as a function of the shower energy E in double
logarithmic scale. Our data is shown bin by bin (circles) together
with the fit discussed in the previous section (line). Square
brackets indicate the systematic uncertainty of the measurement;
the diagonal offsets represent the correlated effect of systematic
shifts in the energy scale. The grey band indicates the statistical
uncertainty of the fitted line. Shown for comparison are theo-
retical curves for proton and iron showers simulated at θ ¼ 67°
(dotted and dashed lines). Black triangles at the bottom show the
energy bin edges. The binning was adjusted by an algorithm to
obtain equal numbers of events per bin.
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hlnNμi ¼ hlnNμip þ ð1 − βÞhlnAi ð10Þ

β ¼ 1 −
hlnNμiFe − hlnNμip

ln 56
: ð11Þ

Since Nμ ∝ Rμ, we can replace lnNμ by lnRμ. The same
can be done in Eq. (2), which also holds for averages due to
the linearity of differentiation.
We estimate the systematic uncertainty of the approxi-

mate Heitler model by computing β from Eq. (11), and
alternatively from dhlnRμip=d lnE and dhlnRμiFe=d lnE.
The three values would be identical if the Heitler model was
accurate. Based on the small deviations, we estimate
σsys½β& ¼ 0.02. By propagating the systematic uncertainty
of β, we arrive at a small systematic uncertainty for the
predicted logarithmic muon content of σsys½hlnRμi& < 0.02.
With Eqs. (9)–(10), we convert the measured mean depth

hXmaxi into a prediction of the mean logarithmic muon
content hlnRμi at θ ¼ 67° for each hadronic interaction
model. The relationship between hXmaxi and hlnRμi can be
represented by a line, which is illustrated in Fig. 5. The
Auger measurements at 1019 eV are also shown. The
discrepancy between data and model predictions is shown
by a lack of overlap of the data point with any of the
model lines.
The model predictions of hlnRμi and dhlnRμi=d lnE

are summarized and compared to our measurement in
Figs. 6–7, respectively. For QGSJETII-03, QGSJETII-04,
and EPOS LHC, we use estimated hlnAi data from
Ref. [40]. Since QGSJET01 has not been included in that
reference, we compute hlnAi using Eq. (9) [4] from the

latest hXmaxi data [40]. The systematic uncertainty of
the hlnRμi predictions is derived by propagating the sys-
tematic uncertainty of hlnAi ['0.03ðsysÞ], combined with
the systematic uncertainty of the Heitler model ['0.02ðsysÞ].
The predicted logarithmic gain dhlnRμi=d lnE is calculated
through Eq. (2), while d lnA=d lnE is obtained from
a straight line fit to hlnAi data points between 4 × 1018

and 5 × 1019 eV. The systematic uncertainty of the
dhlnRμi=d lnE predictions is derived by varying the fitted
line within the systematic uncertainty of the hlnAi data
['0.02ðsysÞ], and by varying β within its systematic
uncertainty in Eq. (2) ['0.005ðsysÞ].
The four hadronic interaction models fall short in

matching our measurement of the mean logarithmic muon
content hlnRμi. QGSJETII-04 and EPOS LHC have been
updated after the first LHC data. The discrepancy is smaller
for these models, and EPOS LHC performs slightly better
than QGSJETII-04. Yet none of the models is covered by
the total uncertainty interval. The minimum deviation is
1.4σ. To reproduce the higher signal intensity in data, the
mean muon number around 1019 eV in simulations would
have to be increased by 30 to 80%½þ17

−20ðsysÞ%&. If on the
other hand the predictions of the latest models were close
to the truth, the Auger energy scale would have to be
increased by a similar factor to reach agreement. Without a
self-consistent description of air shower observables, con-
clusions about the mass composition from the measured
absolute muon content remain tentative.

FIG. 5 (color online). Average logarithmic muon content
hlnRμi (this study) as a function of the average shower depth
hXmaxi (obtained by interpolating binned data from Ref. [40]) at
1019 eV. Model predictions are obtained from showers simulated
at θ ¼ 67°. The predictions for proton and iron showers are
directly taken from simulations. Values for intermediate masses
are computed with the Heitler model described in the text.

FIG. 6 (color online). Comparison of the mean logarithmic
muon content hlnRμi at 1019 eV obtained from Auger data with
model predictions for proton and iron showers simulated at
θ ¼ 67°, and for such mixed showers with a mean logarithmic
mass that matches the mean shower depth hXmaxi measured by
the FD. Brackets indicate systematic uncertainties. Dotted lines
show the interval obtained by adding systematic and statistical
uncertainties in quadrature. The statistical uncertainties for proton
and iron showers are negligible and suppressed for clarity.
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Muon production depth and hadronic models

AUGER: Harmonic analysis in right ascension
and azimuth (declination-sensitive)
≈ 70000 events with E>4 EeV and ϑ < 80°
85% sky coverage. Two energy bins: 4-8 EeV and > 8

Values compatible within 1.5 σ for QGSJetII-04 
incompatible at > 6 σ for Epos-LHC

Ln(A) deduced from  Xμmax are compared to ln(A) from  Xmax from FD 

PRD 90, 912012(2014), 019003  (2015)
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SUMMARY	  
AND	  

FUTURE
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Summary and open issues after 10 years of data taking and analysis 

✓Clear  flux suppression  above 40 EeV( >20 s):    

  but GZK or end of acceleration power at the sources ?  

✓Towards a heavier  mass when going to the highest energies:   

                   but statistics limited by FD only data  

   and SD composition data in tension with FD and(or) hadronic models 

✓Stringent photon source limit favor astrophysics source  but no clear  isotropy found 
at the highest energy :  the hypothesis of few sources of light primaries is challenged  

  Need to select  light primaries  to do Cosmic ray astronomy 

COMPOSITION MEASUREMENTS EVENT BY EVENT, UP TO THE HIGHEST 
ENERGIES, WITH THE LARGE SD STATISTICS  IS ABSOLUTELY NEEDED ! 

Objective of  Auger future upgrade, AUGER- Prime
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Extended FD duty cycle 
Installation of a Scintillator Surface Detector (SSD) on top of each WCD  
Upgraded  SD Electronics 

Primary cosmic Ray Identification with Muons and Electron

• PDR ready since April 2015 
• EA planned for March 2016 
• Data taking 2018-2024 (40 000 km2 sr yr) 

Foreseen schedule
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The SSD methodology 

Sampling of the shower particles with two 
detectors having different responses to muons and 
electromagnetic particles.
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AUGER Prime Science Case 

1. A precise reconstruction of mass dependant  energy spectrum 
   
2. The identification of primaries, event by event , up to the highest energies 

3. A systematic study of arrival directions of an enhanced proton data sample 
 

…to access the global picture of the origin of HECR and  UHECR
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Thank you
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BACKUP	  SLIDES
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-‐	  Neutrons	  of	  1	  EeV	  can	  reach	  us	  from	  ~	  9	  kpc	  (<d>	  =	  9.2	  E[EeV]	  kpc)	  
-‐	  Produced	  by	  protons	  in	  pion-‐producing	  interac_ons	  with	  ambient	  photons,	  
	  	  	  protons	  or	  nuclei,	  also	  producing	  gamma	  rays	  
-‐	  Travel	  without	  deflec_ons	  
-‐	  Air	  showers	  indis_nguishable	  from	  protons	  

Galac_c	  neutron	  searches	  

Mo_va_on:

Methods:

Blind	  search:	  	  
	   NO	  significant	  point-‐like	  (at	  the	  angular	  resolu_on)	  over-‐density	  found	  	  
→	  sources	  are	  extragalac_c,	  or	  transient,	  or	  	  op_cally	  thin	  to	  escaping	  	   	   	  
protons,	  or	  weak	  &	  densely	  distributed	  

Search	  for	  point-‐like	  excess	  of	  EeV	  CRs	  around	  different	  stacked	  sets	  of	  sources	  
(HESS,	  Fermi	  sources,	  X-‐ray	  binaries,	  pulsars,	  Galac_c	  Plane	  
and	  Galac_c	  center,	  magnetars,	  microquasars,	  etc.):	  

	  NO	  candidate	  found	  with	  significant	  excess	  	  
→	  Flux	  	  (>1EeV)	  	  <	  0.01	  km-‐2	  yr-‐1	  

ApJ 760 (2012)

ApJL (2014)

Isabelle	  Lhenry-‐Yvon	  RICAP-‐14,	  Noto	  ,	  September	  30th-‐October	  3rd
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σp-air cross-section for deep showers, rising 
with E, measured at √s ~ 39, 56 TeV.
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Mass composition - Xmax

Change	  from	  a	  mixed/light	  composi_on	  to	  a	  heavier	  one	  
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New	  Energy	  scale	  from	  FD	  Energy

	  Changes	  in	  :	  	  Atmosphere,	  fluorescence	  yield,	  invisible	  energy,	  FD	  calibra_on	  
	   	   	   	   Longitudinal	  profile	  fit	  (	  at	  ICRC2013	  )	  

S_ll	  compa_ble	  with	  former	  uncertainty	  (	  22%)
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Systema_c	  uncertain_es	  on	  the	  SD	  energy	  scale

FD	  uncertain_es	  	  
propagate	  to	  the	  	  
SD	  energies

TOTAL	  	  ≈	  14%	  

	  ~	  independent	  of	  energy
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Mass composition from SD - MPD  (Muon Production Depth)

Data	  selec7on:	  	  	  𝜽>55	  °	  ,	  	  traces	  from	  tanks	  between	  1700	  and	  4000m	  only	  
	   	   	   	   to	  avoid	  EM	  contamina_on
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Mass composition from SD - MPD
Gaisser	  Hillas	  profile

Epos-‐LHC

Xμmax

70 g/cm2

• Novel	  approach	  to	  study	  longitudinal	  profile	  

• Agree	  with	  conclusion	  of	  Xmax	  	  

	  	  	  (but	  compa_ble	  with	  constant	  	  composi_on)	  

• Needs	  to	  be	  extended	  	  to	  more	  data	  	  	  

(find	  methods	  to	  measure	  muons	  directly)
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Interpreting Xmax and Xμmax

Phys	  Rev	  D90(2014)012012	  	  

Data	  are	  not	  consistently	  reproduced	  by	  models	  

ln
A
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Muon deficit in inclined showers

Muon	  numbers	  predicted	  	  by	  models	  are	  under-‐es_mated	  by	  30	  to	  80%	  (	  20%systema_c)

 arXiv:1408.1421v2

Rμ	  is	  N19,the	  es_mated	  number	  of	  muons,	  	  corrected	  from	  	  hadronic	  model	  dependency	  (	  <3%)	  
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Mass composition - from Xmax   to lnA

Average	  composi_on	  
<lnA>	  =	  4	  	  pure	  Fe	  
<lnA>	  ~	  2	  	  50%Fe	  	  50%	  p	  
<lnA>=0	  	  pure	  p	  
	  

σ(
ln

A)
2  

ln
A

Dispersion	  of	  masses	  at	  
ground	  	  
(source	  or	  propaga_on)	  
σ(lnA)=0	  pure	  p	  or	  Fe	  
σ(lnA)	  ~	  4	  	  50%Fe	  	  50%	  p

<ln	  A	  >	  minimum	  in	  ankle	  region	  	  
Energy	  evolu_on	  common	  to	  all	  models	  <lnA>	  increasing	  from	  light	  to	  medium	  
The	  mix	  include	  intermediates	  species

Dp	  elonga_on	  rate	  	  	  	  	  <σi>	  	  mass-‐averaged	  fluctua_ons	  


