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Figure 7
Composite SEDs for radio-quiet AGNs binned by Eddington ratio. The SEDs are normalized at 1 µm.
(Adapted from L.C. Ho, in preparation.)

nuclei (Ho 1999b, 2002a; Ho et al. 2000) and a substantial fraction of Seyfert nuclei (Ho & Peng
2001). Defining radio-loudness based on the relative strength of the radio and X-ray emission,
RX ≡ νLν (5 GHz)/LX, Terashima & Wilson (2003b) also find that LINERs tend to be radio-
loud, here taken to be RX > 10−4.5. Moreover, the degree of radio-loudness scales inversely with
Lbol/LEdd (Ho 2002a; Terashima & Wilson 2003b; Wang, Luo & Ho 2004; Greene, Ho & Ulvestad
2006; Panessa et al. 2007; Sikora, Stawarz & Lasota 2007; L.C. Ho, in preparation; see Figure 10b).

In a parallel development, studies of the low-luminosity, often LINER-like nuclei of FR I radio
galaxies also support the notion that they lack a UV bump. M84 (Bower et al. 2000) and M87
(Sabra et al. 2003) are two familiar examples, but it has been well documented that FR I nuclei
tend to exhibit flat αox (Donato, Sambruna & Gliozzi 2004; Balmaverde, Capetti & Grandi 2006;
Gliozzi et al. 2008) and steep slopes in the optical (Chiaberge, Capetti & Celotti 1999; Verdoes
Kleijn et al. 2002) and optical-UV (Chiaberge et al. 2002).

Finally, I note that the UV spectral slope can be indirectly constrained from considering the
strength of the He II λ4686 line. Although this line is clearly detected in Pictor A (Carswell et al.
1984, Filippenko 1985), its weakness in NGC 1052 prompted Péquignot (1984) to deduce that
the ionizing spectrum must show a sharp cutoff above the He+ ionization limit (54.4 eV). In this
respect, NGC 1052 is quite representative of LINERs in general. He II λ4686 was not detected
convincingly in a single case among a sample of 159 LINERs in the entire Palomar survey (Ho,
Filippenko & Sargent 1997a). Starlight contamination surely contributes partly to this, but the line
has also eluded detection in HST spectra (e.g., Ho, Filippenko & Sargent 1996; Nicholson et al.
1998; Barth et al. 2001b; Sabra et al. 2003; Sarzi et al. 2005; Shields et al. 2007), which indicates
that it is truly intrinsically very weak. To a first approximation, the ratio of He II λ4686 to Hβ

reflects the relative intensity of the ionizing continuum between 1 and 4 Ryd. For an ionizing
spectrum fν ∝ να , case B recombination predicts He II λ4686/Hβ = 1.99 × 4α (Penston &
Fosbury 1978). The current observational limits of He II λ4686/Hβ ! 0.1 thus imply α ! − 2,
qualitatively consistent with the evidence from the SED studies.

Maoz (2007) has offered an alternative viewpoint to the one presented above. Using a sample
of 13 LINERs with variable UV nuclei, he argues that their SEDs do not differ appreciably from
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Figure 1.2: Upper panel: The average SED for radio-quiet AGNs binned by Eddington ratio. This

figure is taken from Figure 7 of Ho (2008) with a permission from the author and the Annual Review

of Astronomy and Astrophysics. The quasars (open circles) have a bump, while LLAGNs (open

squares) have a dip in the ultraviolet range. Lower panel: The schematic picture of an LLAGN.

There is a hot accretion flow around an SMBH, and a thin disk is in the outer region. There are jets

and winds around the SMBH. The arrows show the flow directions of the plasma.Hot & Tenuous ーー＞  Inefficient Coulomb Collision

(Ho ’08)

(Narayan &Yi 94, Yuan + 03,Abramowicz & Fragile 13, Yuan & Narayan 14)

(Mahadevan & Quataert 97)
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nuclei (Ho 1999b, 2002a; Ho et al. 2000) and a substantial fraction of Seyfert nuclei (Ho & Peng
2001). Defining radio-loudness based on the relative strength of the radio and X-ray emission,
RX ≡ νLν (5 GHz)/LX, Terashima & Wilson (2003b) also find that LINERs tend to be radio-
loud, here taken to be RX > 10−4.5. Moreover, the degree of radio-loudness scales inversely with
Lbol/LEdd (Ho 2002a; Terashima & Wilson 2003b; Wang, Luo & Ho 2004; Greene, Ho & Ulvestad
2006; Panessa et al. 2007; Sikora, Stawarz & Lasota 2007; L.C. Ho, in preparation; see Figure 10b).
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galaxies also support the notion that they lack a UV bump. M84 (Bower et al. 2000) and M87
(Sabra et al. 2003) are two familiar examples, but it has been well documented that FR I nuclei
tend to exhibit flat αox (Donato, Sambruna & Gliozzi 2004; Balmaverde, Capetti & Grandi 2006;
Gliozzi et al. 2008) and steep slopes in the optical (Chiaberge, Capetti & Celotti 1999; Verdoes
Kleijn et al. 2002) and optical-UV (Chiaberge et al. 2002).

Finally, I note that the UV spectral slope can be indirectly constrained from considering the
strength of the He II λ4686 line. Although this line is clearly detected in Pictor A (Carswell et al.
1984, Filippenko 1985), its weakness in NGC 1052 prompted Péquignot (1984) to deduce that
the ionizing spectrum must show a sharp cutoff above the He+ ionization limit (54.4 eV). In this
respect, NGC 1052 is quite representative of LINERs in general. He II λ4686 was not detected
convincingly in a single case among a sample of 159 LINERs in the entire Palomar survey (Ho,
Filippenko & Sargent 1997a). Starlight contamination surely contributes partly to this, but the line
has also eluded detection in HST spectra (e.g., Ho, Filippenko & Sargent 1996; Nicholson et al.
1998; Barth et al. 2001b; Sabra et al. 2003; Sarzi et al. 2005; Shields et al. 2007), which indicates
that it is truly intrinsically very weak. To a first approximation, the ratio of He II λ4686 to Hβ

reflects the relative intensity of the ionizing continuum between 1 and 4 Ryd. For an ionizing
spectrum fν ∝ να , case B recombination predicts He II λ4686/Hβ = 1.99 × 4α (Penston &
Fosbury 1978). The current observational limits of He II λ4686/Hβ ! 0.1 thus imply α ! − 2,
qualitatively consistent with the evidence from the SED studies.

Maoz (2007) has offered an alternative viewpoint to the one presented above. Using a sample
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Non-thermal particles 

naturally exist inside RIAFs
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While the analysis favors the absence of a prompt
atmospheric neutrino component, a contribution to the flux at
the level of the prediction by Enberg et al. (2008) is still

allowed and would not alter the spectrum of the astrophysical
component significantly, as demonstrated in Figure 2. Figure 3
shows that the results are compatible with those found in the
individual studies; differences from the originally published
results are mainly due to different energy ranges used in the
analysis.
The strength of the astrophysical signal in different energy

intervals is shown in the differential spectrum in Figure 6. This
spectrum suggests that it is mostly events with energies around
30 TeV that are responsible for the soft spectrum obtained in
the analysis here. In fact, a previous analysis (Aartsen
et al. 2014e) that did not include data at these energies yielded

Figure 5. Best-fit neutrino spectra for the single power law model (all flavors
combined). The blue and red shaded areas correspond to 68% C.L. allowed
regions for the conventional atmospheric and astrophysical neutrino flux,
respectively. The prompt atmospheric flux is fitted to zero; we show the 90%
C.L. upper limit on this component instead (green line).

Table 6
Best-fit Parameter Values for the Differential Model

Parameter Best fit 68% C.L. 90% C.L.

f1 9.3 1.7–17.3 0.0–22.7
f2 22.6 17.0–28.5 13.5–32.5
f3 5.6 2.4–9.2 0.5–11.6
f4 3.2 0.8–5.9 0.0–7.9
f5 4.3 2.0–7.0 0.8–9.0
f6 0.0 0.0–1.5 0.0–3.5
f7 6.9 4.5–9.7 3.1–11.9
f8 0.0 0.0–1.5 0.0–3.8
f9 0.0 0.0–0.6 0.0–1.5

Note. f1−f9 are the all-flavor normalizations (in E2Φ) of the individual basis
functions, defined in nine logarithmically spaced energy intervals between
10 TeV and 10 PeV. They are given in units of 10 GeV s sr cm8 1 1 2- - - - .

Figure 6. Best-fit astrophysical neutrino spectra (all flavors combined). The red
shaded area corresponds to the 68% C.L. allowed region for the single power
law model (cf. Figure 5). The black data points show the result of the
differential model; the horizontal bars denote the bin width; the vertical error
bars denote 68% C.L. intervals.

Table 7
Best-fit Parameter Values for the North–South Model

Parameter Best fit 68% C.L. 90% C.L.

fN 2.1 0.5–5.0 0.1–7.3
γN 2.0 1.6–2.3 1.2–2.5
fS 6.8 5.3–8.4 4.4–9.5
γS 2.56 2.44–2.67 2.36–2.75

Note. fN and fS are the all-flavor neutrino fluxes at 100 TeV in the northern
and southern sky, respectively; γN and γS are the corresponding spectral
indices. The fluxes are given in units of 10 GeV s sr cm18 1 1 1 2- - - - - .

Table 8
Best-fit Parameter Values for the 2-flavor Model

Parameter Best Fit 68% C.L. 90% C.L.

fe 1.3 0.5–2.1 0.0–2.6
fμ+τ 5.6 4.4–6.9 3.7–7.8

Note. fe and fμ+τ are the νe and νμ + ντ fluxes at 100 TeV, respectively. Both
are given in units of 10 GeV s sr cm18 1 1 1 2- - - - - .

Figure 7. Electron neutrino fraction measured at Earth in the 2-flavor model.
The black point denotes the best-fit value; the filled bands show the 68%
(green) and 90% (red) C.L. intervals. The dashed lines mark electron-neutrino
fractions expected for different flavor compositions at the source, assuming
tribimaximal neutrino mixing angles.

Table 9
Best-fit Parameter Values for the 3-flavor Model

Parameter Best fit 68% C.L. 90% C.L.

fe 2.9 1.4–3.6 0.0–4.2
fμ 3.0 2.4–3.7 2.1–4.2
fτ 0.0 0.0–2.3 0.0–5.0

Note. fe, fμ, and fτ are the νe, νμ, and ντ fluxes at 100 TeV, respectively. All
are given in units of 10 GeV s sr cm18 1 1 1 2- - - - - .
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The origin is still under debated 

candidates

Starburst Galaxies (Tambbora+14; Senno+15;)  
GRB, LLGRB (Murase&Ioka13; Bustamante+15; Kawanaka+15) 
AGN jets (Dermer+14; Murase+14; Tavecchio+14;) 
AGN cores (Stecker13;Kalashev+15;khiali+15)  
Galactic (Ahlers&Murase14;Bai+14;Neronov&Semikoz15)
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Fig. 1.— Target photon spectra emitted by thermal electrons
in RIAFs. The red-solid, the green-dashed, and blue-dotted lines
show models A1 (reference), A2 (low ṁ), A3 (high MBH), respec-
tively. The target photon spectrum for model A4 is the same with
that for A1.

ten times higher than that for A1. When the electron
temperature is higher with fixed ṁ, the y parameter be-
come higher. Thus, the spectrum is harder for higher β
and higher δe.

3. SPECTRA OF NON-THERMAL PARTICLES IN A
TYPICAL RIAF

3.1. Plasma in accretion flows

If the infall time tfall is shorter than the relaxation
time due to the Coulomb scattering trel, it allows the
existence of non-thermal particles. The infall time for
RIAFs is estimated to be

tfall ≃
R

vr
∼ 4.4× 104r3/21 α−1

−1MBH,7 s , (13)

whereas the proton-proton relaxation time is estimated
as

trel=
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where lnΛ is the Coulomb logarithm (e.g., Spitzer 1962).
Thus, RIAFs satisfy trel ≫ tfall, which allows F (p) to be
non-thermal (cf. Takahara & Kusunose 1985; Mahadevan
& Quataert 1997). For RIAFs, tfall has the same order as
the dissipation time via the α viscosity tdis (e.g., Pringle
1981). Thus, the proton distribution function in RIAFs
may not be Maxwellian within the dissipation time.
The protons inside RIAFs are scattered by turbulent

magnetic fields. This process changes a momentum of
each proton whose distribution function may be different
from Maxwellian. In this paper, we consider relativis-
tic protons accelerated through stochastic acceleration
in RIAFs. It is expected that the stochastic acceleration
leads to a hard spectrum of protons with sp < 1, where

dNp/dEp ∝ E
−sp
p (e.g., Becker et al. 2006; Stawarz &

Petrosian 2008). Thus, most of the accelerated protons
accumulate on the high-energy end of proton distribution
(see Equation [26]). This implies that it is impossible to
accelerate all the protons in RIAFs because the protons
are accelerated using the gravitational energy released by

accretion, which is typically 0.1 mpc2 per a proton. We
assume only a small fraction of protons are injected to
relativistic energy through some plasma processes, such
as the magnetic reconnection (Hoshino 2013, 2015), and
those relativistic protons are governed by the Fokker-
Plank equation (e.g., Stawarz & Petrosian 2008),
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where F (p) is the distribution function of the non-
thermal protons (dNp/dEp = 4πE2

pF (p)c) , p is the mo-
mentum of the protons, Dp is the diffusion coefficient for
the momentum space, Ḟinj is the injection term, tcool is
the cooling time, tdiff is the diffusion time, and tfall is the
infall time.
When we consider the relativistic particles, we should

compare the Coulomb loss time for relativistic particles
tCoul to tfall. The Coulomb loss time is estimated to be
(e.g., Dermer et al. 1996)

tCoul ≃ 1225
(γp − 1)(3.8θ3/2e + 1.0)
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where γp is the Lorentz factor of the proton. Since
tCoul > tfall is satisfied for RIAFs, we can neglect the
Coulomb loss in RIAFs.
It is considered that quasars have standard disks, in

which the physical quantities are much different from
those in RIAFs. For the Shakura-Sunyaev disks in
the gas pressure dominant regime (gas-SSD, Shakura
& Sunyaev 1973), we have longer tfall (tfall = R/vr ≃
R/(αvK)(R/H)2 ∼ 3 × 108 sec), and shorter trel (∼
3×10−9 sec ≪ tdis) than those of RIAFs. The dissipation
time tdis is the same as that of RIAFs (see Equation [13]).
Thus, trel ≪ tdis ≪ tfall is satisfied in gas-SSDs. The
distribution function F (p) is expected to be Maxwellian
due to the efficient Coulomb scattering. Even for the rel-
ativistic particles, the Coulomb loss time is much shorter
than the dissipation time for γp ! 103 because they have
large optical depth τT ∼ 104 (for the value of τT, see
Equation 2.16 of Shakura & Sunyaev 1973). Therefore,
it seems difficult to accelerate the particles in gas-SSDs.
For other solutions, such as standard disks in the ra-
diation pressure dominant regime (Shakura & Sunyaev
1973) and magnetically arrested disks (Bisnovatyi-Kogan
& Ruzmaikin 1974), the Thomson optical depth may not
be as large as gas-SSDs, and it might be possible to sat-
isfy tdis < tCoul.

3.2. Timescales

Equation (15) involves four important timescales, the
acceleration time taccel ≡ p2/Dp, the diffusion time tdiff ,
the infall time tfall, and the cooling time tcool.
In this paper, we assume a power spectrum P (k) ∝

k−q, and fix the index of the power spectrum q = 5/3
for simplicity. This value is motivated by the Alfvénic
turbulence (Goldreich & Sridhar 1995), although other
modes may also play an important role on particle ac-
celeration. According to the quasi-linear theorem, the
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Fig. 1.— Target photon spectra emitted by thermal electrons
in RIAFs. The red-solid, the green-dashed, and blue-dotted lines
show models A1 (reference), A2 (low ṁ), A3 (high MBH), respec-
tively. The target photon spectrum for model A4 is the same with
that for A1.
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non-thermal (cf. Takahara & Kusunose 1985; Mahadevan
& Quataert 1997). For RIAFs, tfall has the same order as
the dissipation time via the α viscosity tdis (e.g., Pringle
1981). Thus, the proton distribution function in RIAFs
may not be Maxwellian within the dissipation time.
The protons inside RIAFs are scattered by turbulent

magnetic fields. This process changes a momentum of
each proton whose distribution function may be different
from Maxwellian. In this paper, we consider relativis-
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in RIAFs. It is expected that the stochastic acceleration
leads to a hard spectrum of protons with sp < 1, where
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Petrosian 2008). Thus, most of the accelerated protons
accumulate on the high-energy end of proton distribution
(see Equation [26]). This implies that it is impossible to
accelerate all the protons in RIAFs because the protons
are accelerated using the gravitational energy released by

accretion, which is typically 0.1 mpc2 per a proton. We
assume only a small fraction of protons are injected to
relativistic energy through some plasma processes, such
as the magnetic reconnection (Hoshino 2013, 2015), and
those relativistic protons are governed by the Fokker-
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the momentum space, Ḟinj is the injection term, tcool is
the cooling time, tdiff is the diffusion time, and tfall is the
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where γp is the Lorentz factor of the proton. Since
tCoul > tfall is satisfied for RIAFs, we can neglect the
Coulomb loss in RIAFs.
It is considered that quasars have standard disks, in

which the physical quantities are much different from
those in RIAFs. For the Shakura-Sunyaev disks in
the gas pressure dominant regime (gas-SSD, Shakura
& Sunyaev 1973), we have longer tfall (tfall = R/vr ≃
R/(αvK)(R/H)2 ∼ 3 × 108 sec), and shorter trel (∼
3×10−9 sec ≪ tdis) than those of RIAFs. The dissipation
time tdis is the same as that of RIAFs (see Equation [13]).
Thus, trel ≪ tdis ≪ tfall is satisfied in gas-SSDs. The
distribution function F (p) is expected to be Maxwellian
due to the efficient Coulomb scattering. Even for the rel-
ativistic particles, the Coulomb loss time is much shorter
than the dissipation time for γp ! 103 because they have
large optical depth τT ∼ 104 (for the value of τT, see
Equation 2.16 of Shakura & Sunyaev 1973). Therefore,
it seems difficult to accelerate the particles in gas-SSDs.
For other solutions, such as standard disks in the ra-
diation pressure dominant regime (Shakura & Sunyaev
1973) and magnetically arrested disks (Bisnovatyi-Kogan
& Ruzmaikin 1974), the Thomson optical depth may not
be as large as gas-SSDs, and it might be possible to sat-
isfy tdis < tCoul.

3.2. Timescales

Equation (15) involves four important timescales, the
acceleration time taccel ≡ p2/Dp, the diffusion time tdiff ,
the infall time tfall, and the cooling time tcool.
In this paper, we assume a power spectrum P (k) ∝

k−q, and fix the index of the power spectrum q = 5/3
for simplicity. This value is motivated by the Alfvénic
turbulence (Goldreich & Sridhar 1995), although other
modes may also play an important role on particle ac-
celeration. According to the quasi-linear theorem, the
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Fig. 1.— Target photon spectra emitted by thermal electrons
in RIAFs. The red-solid, the green-dashed, and blue-dotted lines
show models A1 (reference), A2 (low ṁ), A3 (high MBH), respec-
tively. The target photon spectrum for model A4 is the same with
that for A1.

ten times higher than that for A1. When the electron
temperature is higher with fixed ṁ, the y parameter be-
come higher. Thus, the spectrum is harder for higher β
and higher δe.

3. SPECTRA OF NON-THERMAL PARTICLES IN A
TYPICAL RIAF

3.1. Plasma in accretion flows

If the infall time tfall is shorter than the relaxation
time due to the Coulomb scattering trel, it allows the
existence of non-thermal particles. The infall time for
RIAFs is estimated to be

tfall ≃
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vr
∼ 4.4× 104r3/21 α−1

−1MBH,7 s , (13)
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where lnΛ is the Coulomb logarithm (e.g., Spitzer 1962).
Thus, RIAFs satisfy trel ≫ tfall, which allows F (p) to be
non-thermal (cf. Takahara & Kusunose 1985; Mahadevan
& Quataert 1997). For RIAFs, tfall has the same order as
the dissipation time via the α viscosity tdis (e.g., Pringle
1981). Thus, the proton distribution function in RIAFs
may not be Maxwellian within the dissipation time.
The protons inside RIAFs are scattered by turbulent

magnetic fields. This process changes a momentum of
each proton whose distribution function may be different
from Maxwellian. In this paper, we consider relativis-
tic protons accelerated through stochastic acceleration
in RIAFs. It is expected that the stochastic acceleration
leads to a hard spectrum of protons with sp < 1, where

dNp/dEp ∝ E
−sp
p (e.g., Becker et al. 2006; Stawarz &

Petrosian 2008). Thus, most of the accelerated protons
accumulate on the high-energy end of proton distribution
(see Equation [26]). This implies that it is impossible to
accelerate all the protons in RIAFs because the protons
are accelerated using the gravitational energy released by

accretion, which is typically 0.1 mpc2 per a proton. We
assume only a small fraction of protons are injected to
relativistic energy through some plasma processes, such
as the magnetic reconnection (Hoshino 2013, 2015), and
those relativistic protons are governed by the Fokker-
Plank equation (e.g., Stawarz & Petrosian 2008),

∂

∂t
F (p)=

1

p2
∂

∂p

[
p2

(
Dp

∂

∂p
F (p) +

p

tcool
F (p)

)]

−F (p)
(
t−1
diff + t−1

fall

)
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where F (p) is the distribution function of the non-
thermal protons (dNp/dEp = 4πE2

pF (p)c) , p is the mo-
mentum of the protons, Dp is the diffusion coefficient for
the momentum space, Ḟinj is the injection term, tcool is
the cooling time, tdiff is the diffusion time, and tfall is the
infall time.
When we consider the relativistic particles, we should

compare the Coulomb loss time for relativistic particles
tCoul to tfall. The Coulomb loss time is estimated to be
(e.g., Dermer et al. 1996)

tCoul ≃ 1225
(γp − 1)(3.8θ3/2e + 1.0)

τT lnΛ
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where γp is the Lorentz factor of the proton. Since
tCoul > tfall is satisfied for RIAFs, we can neglect the
Coulomb loss in RIAFs.
It is considered that quasars have standard disks, in

which the physical quantities are much different from
those in RIAFs. For the Shakura-Sunyaev disks in
the gas pressure dominant regime (gas-SSD, Shakura
& Sunyaev 1973), we have longer tfall (tfall = R/vr ≃
R/(αvK)(R/H)2 ∼ 3 × 108 sec), and shorter trel (∼
3×10−9 sec ≪ tdis) than those of RIAFs. The dissipation
time tdis is the same as that of RIAFs (see Equation [13]).
Thus, trel ≪ tdis ≪ tfall is satisfied in gas-SSDs. The
distribution function F (p) is expected to be Maxwellian
due to the efficient Coulomb scattering. Even for the rel-
ativistic particles, the Coulomb loss time is much shorter
than the dissipation time for γp ! 103 because they have
large optical depth τT ∼ 104 (for the value of τT, see
Equation 2.16 of Shakura & Sunyaev 1973). Therefore,
it seems difficult to accelerate the particles in gas-SSDs.
For other solutions, such as standard disks in the ra-
diation pressure dominant regime (Shakura & Sunyaev
1973) and magnetically arrested disks (Bisnovatyi-Kogan
& Ruzmaikin 1974), the Thomson optical depth may not
be as large as gas-SSDs, and it might be possible to sat-
isfy tdis < tCoul.

3.2. Timescales

Equation (15) involves four important timescales, the
acceleration time taccel ≡ p2/Dp, the diffusion time tdiff ,
the infall time tfall, and the cooling time tcool.
In this paper, we assume a power spectrum P (k) ∝

k−q, and fix the index of the power spectrum q = 5/3
for simplicity. This value is motivated by the Alfvénic
turbulence (Goldreich & Sridhar 1995), although other
modes may also play an important role on particle ac-
celeration. According to the quasi-linear theorem, the
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Fig. 1.— Target photon spectra emitted by thermal electrons
in RIAFs. The red-solid, the green-dashed, and blue-dotted lines
show models A1 (reference), A2 (low ṁ), A3 (high MBH), respec-
tively. The target photon spectrum for model A4 is the same with
that for A1.

ten times higher than that for A1. When the electron
temperature is higher with fixed ṁ, the y parameter be-
come higher. Thus, the spectrum is harder for higher β
and higher δe.
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Thus, RIAFs satisfy trel ≫ tfall, which allows F (p) to be
non-thermal (cf. Takahara & Kusunose 1985; Mahadevan
& Quataert 1997). For RIAFs, tfall has the same order as
the dissipation time via the α viscosity tdis (e.g., Pringle
1981). Thus, the proton distribution function in RIAFs
may not be Maxwellian within the dissipation time.
The protons inside RIAFs are scattered by turbulent

magnetic fields. This process changes a momentum of
each proton whose distribution function may be different
from Maxwellian. In this paper, we consider relativis-
tic protons accelerated through stochastic acceleration
in RIAFs. It is expected that the stochastic acceleration
leads to a hard spectrum of protons with sp < 1, where

dNp/dEp ∝ E
−sp
p (e.g., Becker et al. 2006; Stawarz &

Petrosian 2008). Thus, most of the accelerated protons
accumulate on the high-energy end of proton distribution
(see Equation [26]). This implies that it is impossible to
accelerate all the protons in RIAFs because the protons
are accelerated using the gravitational energy released by

accretion, which is typically 0.1 mpc2 per a proton. We
assume only a small fraction of protons are injected to
relativistic energy through some plasma processes, such
as the magnetic reconnection (Hoshino 2013, 2015), and
those relativistic protons are governed by the Fokker-
Plank equation (e.g., Stawarz & Petrosian 2008),
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the momentum space, Ḟinj is the injection term, tcool is
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where γp is the Lorentz factor of the proton. Since
tCoul > tfall is satisfied for RIAFs, we can neglect the
Coulomb loss in RIAFs.
It is considered that quasars have standard disks, in

which the physical quantities are much different from
those in RIAFs. For the Shakura-Sunyaev disks in
the gas pressure dominant regime (gas-SSD, Shakura
& Sunyaev 1973), we have longer tfall (tfall = R/vr ≃
R/(αvK)(R/H)2 ∼ 3 × 108 sec), and shorter trel (∼
3×10−9 sec ≪ tdis) than those of RIAFs. The dissipation
time tdis is the same as that of RIAFs (see Equation [13]).
Thus, trel ≪ tdis ≪ tfall is satisfied in gas-SSDs. The
distribution function F (p) is expected to be Maxwellian
due to the efficient Coulomb scattering. Even for the rel-
ativistic particles, the Coulomb loss time is much shorter
than the dissipation time for γp ! 103 because they have
large optical depth τT ∼ 104 (for the value of τT, see
Equation 2.16 of Shakura & Sunyaev 1973). Therefore,
it seems difficult to accelerate the particles in gas-SSDs.
For other solutions, such as standard disks in the ra-
diation pressure dominant regime (Shakura & Sunyaev
1973) and magnetically arrested disks (Bisnovatyi-Kogan
& Ruzmaikin 1974), the Thomson optical depth may not
be as large as gas-SSDs, and it might be possible to sat-
isfy tdis < tCoul.
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acceleration time taccel ≡ p2/Dp, the diffusion time tdiff ,
the infall time tfall, and the cooling time tcool.
In this paper, we assume a power spectrum P (k) ∝

k−q, and fix the index of the power spectrum q = 5/3
for simplicity. This value is motivated by the Alfvénic
turbulence (Goldreich & Sridhar 1995), although other
modes may also play an important role on particle ac-
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Fig. 1.— Target photon spectra emitted by thermal electrons
in RIAFs. The red-solid, the green-dashed, and blue-dotted lines
show models A1 (reference), A2 (low ṁ), A3 (high MBH), respec-
tively. The target photon spectrum for model A4 is the same with
that for A1.
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may not be Maxwellian within the dissipation time.
The protons inside RIAFs are scattered by turbulent

magnetic fields. This process changes a momentum of
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accumulate on the high-energy end of proton distribution
(see Equation [26]). This implies that it is impossible to
accelerate all the protons in RIAFs because the protons
are accelerated using the gravitational energy released by

accretion, which is typically 0.1 mpc2 per a proton. We
assume only a small fraction of protons are injected to
relativistic energy through some plasma processes, such
as the magnetic reconnection (Hoshino 2013, 2015), and
those relativistic protons are governed by the Fokker-
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mentum of the protons, Dp is the diffusion coefficient for
the momentum space, Ḟinj is the injection term, tcool is
the cooling time, tdiff is the diffusion time, and tfall is the
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When we consider the relativistic particles, we should

compare the Coulomb loss time for relativistic particles
tCoul to tfall. The Coulomb loss time is estimated to be
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where γp is the Lorentz factor of the proton. Since
tCoul > tfall is satisfied for RIAFs, we can neglect the
Coulomb loss in RIAFs.
It is considered that quasars have standard disks, in

which the physical quantities are much different from
those in RIAFs. For the Shakura-Sunyaev disks in
the gas pressure dominant regime (gas-SSD, Shakura
& Sunyaev 1973), we have longer tfall (tfall = R/vr ≃
R/(αvK)(R/H)2 ∼ 3 × 108 sec), and shorter trel (∼
3×10−9 sec ≪ tdis) than those of RIAFs. The dissipation
time tdis is the same as that of RIAFs (see Equation [13]).
Thus, trel ≪ tdis ≪ tfall is satisfied in gas-SSDs. The
distribution function F (p) is expected to be Maxwellian
due to the efficient Coulomb scattering. Even for the rel-
ativistic particles, the Coulomb loss time is much shorter
than the dissipation time for γp ! 103 because they have
large optical depth τT ∼ 104 (for the value of τT, see
Equation 2.16 of Shakura & Sunyaev 1973). Therefore,
it seems difficult to accelerate the particles in gas-SSDs.
For other solutions, such as standard disks in the ra-
diation pressure dominant regime (Shakura & Sunyaev
1973) and magnetically arrested disks (Bisnovatyi-Kogan
& Ruzmaikin 1974), the Thomson optical depth may not
be as large as gas-SSDs, and it might be possible to sat-
isfy tdis < tCoul.

3.2. Timescales

Equation (15) involves four important timescales, the
acceleration time taccel ≡ p2/Dp, the diffusion time tdiff ,
the infall time tfall, and the cooling time tcool.
In this paper, we assume a power spectrum P (k) ∝

k−q, and fix the index of the power spectrum q = 5/3
for simplicity. This value is motivated by the Alfvénic
turbulence (Goldreich & Sridhar 1995), although other
modes may also play an important role on particle ac-
celeration. According to the quasi-linear theorem, the

SSK, Murase, & Toma, 2015, ApJ, 806,159 
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• Maximum energy is limited by diffusion 
• Efficiency of pion production fπ < 0.1

Comparison of  Timescales6 Kimura, Murase, & Toma

Fig. 2.— Energy dependence of the timescales. We plot the cooling time (thick-solid), the diffusion time (thick-dashed), the infall time
(thick-dotted), and the acceleration time (dot-dashed). The thin-solid, thin-dashed, and thin-dotted lines show the tpγ ,tpp, and tsync,
respectively. Panels (a), (b), (c), (d) show the cases for models A1 (reference), A2 (low ṁ), A3 (high MBH), and A4 (high ζ), respectively.

that Ep,eq does not correspond to the peak energy of the
EpLEp spectrum (see the next subsection). When dif-
fusive escape limits acceleration, the distribution func-
tion declines gradually above Ep,eq, whose asymptote is

F (p) ∝ E−3/2
p exp(−(27Ep/Ep,eq)1/3) for q = 5/3 (see

Equation 56 of Becker et al. 2006). This allows the pro-
tons to have about 10 times higher energy than the es-
timate in Equation (26). Thus, LLAGN can have the
protons up to Ep ! 1016 eV when ζ ! 0.2.
For all the models, at low energies, pp inelastic col-

lisions dominate over the synchrotron and photomeson
production processes. At high energies around Ep !
106− 107 GeV, the photomeson production becomes rel-
evant although the synchrotron cooling is comparable to
it. For large β or large δe cases, the pγ reaction is more
efficient than the synchrotron owing to the high target
photon density.

3.3. Spectra of non-thermal particles

When we solve Equation (15), we treat the injection
term as a delta-function Ḟinj = F0δ(p−pinj), where pinj is
the injection proton momentum and F0 is the normaliza-
tion factor of injection. We fix pinj = 2mpc because pinj
little affects the profile of distribution function as long as
we choose pinjc ≪ Ep,eq. We assume that the total lumi-
nosity expended to inject and accelerate relativistic pro-

tons is proportional to the accretion luminosity, Ṁc2. As
seen in the previous subsection, the proton acceleration
is limited by escape. We determine the normalization of
relativistic protons such that the luminosity of injection
and acceleration balances with the escape luminosity, i.e.,

ηcrṀc2 =

∫
dV

∫
dp4πp2F (p)Ep

(
t−1
fall + t−1

diff

)
, (27)

where ηcr is a parameter of injection efficiency. This pa-
rameter determines the normalization of the non-thermal
protons, not affecting the shapes of the spectra. Kimura
et al. (2014) shows that the non-thermal particles do not
substantially affect the dynamical structure if ηcr " 0.1.
We use ηcr = 0.01 as a fiducial value.
We solve Equation (15) until steady solutions are re-

alized by using the Chang-Cooper method (Chang &
Cooper 1970). We set the computational region from
Ep = 1.5 GeV to 1010 GeV and divide the grids so that
they are uniform in the logarithmic space. The number
of the grid points is N = 500. We calculate some models
with N = 1000 and find that the results are unchanged
by the number of grids.
From the calculation results, we estimate the cosmic-

ray pressure defined as

Pcr = 4π

∫
dpp2f

cp

3
. (28)

accel.

coolingpp

pγ
Synch.

infall

diffusion

log(Ep[GeV])

log(t [sec]) Ecrit

SSK, Murase, & Toma, 2015, ApJ, 806,159 
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Neutrino Spectrum from a LLAGN
SSK, Murase, & Toma, 2015, ApJ, 806,159 

low ηcr

high ζ

reference

log(ELE [erg/s])

log(E[GeV])

∝Eν
4/3

pγpp

BH

p

p

p

p

Ṁ ṀηcrṀc2

• Injection efficiency ηcr

Lp,tot~ηcrṀc2

• Turbulent strength ζ
・high ζ�→ high Epeak 

・low ηcr → low LE 

・Eν > 106 eV → pγ dominant

4 Kimura, Murase, & Toma

each protons whose distribution function could be dif-
ferent from the Maxwellian. In this paper, we focus on
relativistic protons in RIAFs and assume the relativistic
protons obey the Fokker-Plank equation (e.g. Stawarz &
Petrosian 2008)

∂

∂t
F (p) =

1

p2
∂

∂p

[
p2

(
Dp

∂

∂p
F (p) +

p

tcool
F (p)

)]
−F (p)

tesc
+Ḟinj,

(12)
where F (p) is the distribution function of the non-
thermal protons, p is the momentum of the protons, Dp

is the diffusion coefficient for the momentum space, Ḟinj

is the injection term, tcool is the cooling time, and tesc
is the escaping time. We do not consider non-thermal
electrons because electrons have much smaller relaxation
time than protons. They become thermalized within dy-
namical time when ṁ ! 10−4 (Mahadevan & Quataert
1997).
Note that for standard disks, which are ex-

pected to settle in quasars, the situation is differ-
ent from that for RIAFs. Here, we estimate the
time scales for the Shakura-Sunyaev disks of gas
pressure dominant regime (gas-SSD) (Shakura &
Sunyaev 1973). In gas-SSD, tfall is very long,
tfall = R/vr ≃ R/(αvK)(r/H)2 ∼ 3 × 108 s, trel is
very short, trel ≃ 3 × 10−9 s ≪ tdis, and tdis is the
same (see Equation (10)), compared to those of
RIAFs. Thus, trel ≪ tdis ≪ tfall is satisfied in
gas-SSD. This may cause the distribution func-
tion F (p) to be Maxwellian due to the efficient
Coulomb scattering. We use trel for the thermal
particles so far. If considering more accurately,
we should use the Coulomb loss time for relativis-
tic particles tCoul as a function of particle energy.
Even for relativistic particles of Lorentz factor
γp, the Coulomb loss time is much smaller than
the dissipation time, tCoul ∼ 50(γp/τT)(R/c) ≪ tdis
for γp " 103, where τT ∼ 104 is the optical depth
for Thomson scattering (cf. Dermer et al. 1996).
Therefore, it seems difficult to accelerate the par-
ticles in gas-SSD. If we consider other solutions,
such as the standard disks of radiation pressure
dominant regime (Shakura & Sunyaev 1973), the
magnetically arrested disks (Bisnovatyi-Kogan &
Ruzmaikin 1974), optical depth is not as large
as SSD-gas, and it may be possible to satisfy
tdis < tCoul.

3.2. Timescales

For obtaining the distribution function, there is three
important timescales, the acceleration time taccel ≡
p2/Dp, the escape time tesc, and the cooling time tcool.
In this paper, we assume isotropic turbulent

fields whose power spectrum P (k) ∝ k−q. In this
paper, we fix the index of the power spectrum
q = 5/3 for simplicity. This value is expected to
be realized for Alfvénic turbulence (Goldreich &
Sridhar 1995), although the fast modes seem to
play an important role for the stochastic accelera-
tion Yan & Lazarian (2002). According to the quasi-
linear theorem, the diffusion coefficient is (e.g. Stawarz
& Petrosian 2008)

Dp ≃ (mpc)
2(ckmin)

(vA
c

)2
ζ(rLkmin)

q−2γq
p, (13)

where kmin ∼ R−1 is the minimum wave number of
the turbulence, vA = B/

√
4πmpnp is the Alfven speed,

rL = mpc2/(eB), γp is the Lorentz factor of protons, and
ζ = 8π

∫
P (k)dk/B2

0 is the ratio of the strength of tur-
bulent fields to that of the non-turbulent fields. Then,
the acceleration time is

taccel ≃
p2

Dp
≃ 1

ζ

(vA
c

)−2 R

c

(rL
R

)2−q
γ2−q
p

≃ 1.1× 103r1/121 α1/6
−1 β

−5/6
3 M5/6

BH,7ṁ
−1/6
−2 ζ−1

−1γ
1/3
p,1 s.(14)

We consider diffusion and infall for the escape time and
write the escaping rate as

t−1
esc = t−1

fall + t−1
diff , (15)

where tdiff is the diffusion time after which the particles
escape through random walk and tfall is the infall time.
The particles fall to the central black hole in the infall
time, given by Equation (10). For the isotropically tur-
bulent magnetic fields, the diffusion time is (e.g. Stawarz
& Petrosian 2008)

tdiff ≃ 9R

c
ζ
(rL
R

)q−2
γq−2
p

≃ 6.7× 106r11/121 α−1/6
−1 β−1/6

3 M7/6
BH,7ṁ

1/6
−2 ζ

1
−1γ

−1/3
p,1 s.(16)

For the cooling time, we consider the inelastic collisions
of protons, the photomeson production, and the proton
synchrotron. The total cooling rate is given as

t−1
cool = t−1

pp + t−1
pγ + t−1

sync, (17)

where tpp, tpγ , and tsync are the cooling time for the
inelastic collision, the photomeson production, and the
synchrotron, respectively. We neglect the inverse Comp-
ton scattering by the protons and the Bethe-Heitler pro-
cess because they are sub-dominant in our models. The
synchrotron cooling rate is

t−1
sync =

4

3

(
me

mp

)3 cσTUB

mec2
γp, (18)

where UB = B2/(8π) is the energy density of the mag-
netic fields. The cooling rate for inelastic collisions of
protons is

t−1
pp = npσppcKpp, (19)

where Kpp ≃ 0.5 is the inelasticity of the process. The
total cross section of this process σpp is represented as a
function of the proton energy Ep,

σpp ≃ (34.3 + 1.88L+ 0.25L2)

[
1−

(
Epp,thr

Ep

)4
]2

(20)

for Ep ≥ Epp,thr, where L = log(Ep/1TeV) and
Epp,thr =1.22 GeV (Kelner et al. 2006). The cooling
rate for photomeson production is

t−1
pγ =

c

2γ2
p

∫ ∞

ε̄thr

dε̄σpγ(ε̄)Kpγ(ε̄)ε̄

×
∫ ∞

ε̄/(2γp)
dEγ

Nγ(Eγ)

E2
γ

, (21)

where ε̄ and Eγ are the photon energy in the proton
rest frame and the black hole frame, respectively, Nγ(Eγ)

Kolmogorov: P(k)∝k-5/3 

BH
p
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Cumulative Background
Astrophysical “Isotropic” Neutrino Background – Mean Diffuse Intensity  
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E2
νΦν ≈

ctH
4π

fmesfzε
2
pqp(εp) (1)

fz =

∫

dz
1+z

| dt
dz
|qp(z)

tHqp
(2)

30(r/1013 cm)
−1

! (B/G) ! 107(Γj/100) (3)

ε2νΦν =
c

4π

∫

dz

∣

∣

∣

∣

dt

dz

∣

∣

∣

∣

ε2νqν(εν)F (z) (4)

EB ≈
3

5

GM2
ns

Rns

∼ 3× 1053 erg (5)

[1] K. Murase, Phys. Rev. Lett. 103, 081102 (2009).

Most contributions come from unresolved distant sources, difficult to see each 

F(z): redshift evolution 

z 

d~3 Gpc 

d~8 Gpc 

εν2 q(εν): ν emissivity at z=0 
              (source physics) 

F(z) 

typically maximum at z~1-2 
ex. star-formation rate 
      supernova rate  

diffuse ν intensity of extragalactic sources (cf. supernova ν bkg.) ← consistent w. isotropic distribution   

ンのスペクトルの見積もりを行った。まず、pair のシンクロトロン冷却率は pp-collision
による注入率よりも大きいため、高エネルギーな pair の単位エネルギー辺りの数密度は

dNpair

dEpair
=

LEpair

Epair
tsync,pair (40)

と表される。tsync,pairは pair のシンクロトロン冷却時間である。あるエネルギーEpair =
γpairmec2の電子または陽電子の出すスペクトルは

Fν,sync ≃ 2.149

√
3e3B

mec2
x1/3e−x (41)

である。x = ν/νsync、νsync = γ2paireB/(2πmec)である。このスペクトルと数密度を使っ
て、pair からのシンクロトロンのスペクトルは

LEγ =

∫
dEpairFν,sync

dNpair

dEpair
(42)

となる。proton synchrotron についても式 (41)の中のmeをmpに変え、

LEγ =

∫
dEpFν,sync

dNp

dEp
(43)

と見積もられる。
高エネルギーのガンマ線は γγ pair creation によって吸収される。この光学的厚みは

τγγ(ϵ) = R

∫
dϵtNγ(ϵt)σγγ(ϵ, ϵt) (44)

∼ 0.2σTRNγ (ϵt) ϵt (45)

となる (Coppi & Blandford 1990)。ここで、ϵt ≃ 4/ϵはターゲットとなる光子のエネル
ギーである。（Coppi & Blandford 1990 では ϵt ≃ 1/ϵ としているのですが、この近似は断
面積をデルタ関数で近似しているので、ϵtとして反応断面積が最大となるエネルギーを用
いました。デルタ関数近似はかなり荒い近似かもしれませんが、他の部分も荒く計算して
いるので精度よく解く必要もないかと考えています。)

4 Isotropic background neutrino

4.1 Luminosity function of LLAGN

近傍 ( z < 0.35 )の LLAGN の光度関数 φは two-power law formulaで良くフィットで
きる。

φ(LHα) =
n∗/L∗

(LHα/L∗)
s1 + (LHα/L∗)

s2 (46)

とおいて、Ho (2008)の光度関数のグラフから、L∗ = 1038[erg s−1], n∗ ≃ 1.3×10−2Mpc−3、
s1 ≃ 1.6, s2 ≃ 1.0とする。この光度関数が成り立つ範囲はおおむね (LHα/L∗) ! 3000程

8
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Figure 8
The Hα nuclear luminosity function of nearby AGNs derived from the Palomar survey. The top axis gives
an approximate conversion to absolute magnitudes in the B band, using the Hα-continuum correlation of
Greene & Ho (2005b). The open blue circles include only type 1 sources, whereas the filled red circles
represent both type 2 and type 1 sources. The luminosities have been corrected for extinction, and in the
case of type 1 nuclei, they include both the narrow and broad components of the line. For comparison, I
show the z < 0.35 luminosity function for SDSS Seyfert galaxies (types 1 and 2; dashed line; Hao et al.
2005b). (Adapted from L.C. Ho, A.V. Filippenko & W.L.W. Sargent, in preparation.)

A different strategy can be explored by taking advantage of the fact that Hα luminosities are
now available for nearly all of the AGNs in the Palomar survey. Figure 8 shows the Hα luminosity
function for the Palomar sources, computed using the V/Vmax method (L.C. Ho, A.V. Filippenko
& W.L.W. Sargent, in preparation). Two versions are shown, each representing an extreme view of
what kind of sources should be regarded as bonafide AGNs. The open symbols include only type
1 nuclei, whose AGN status is incontrovertible. This may be regarded as the most conservative
assumption and a lower bound, because we know that genuine narrow-line AGNs do exist. The
filled symbols lump together all sources classified as LINERs, transition objects, and Seyferts,
both type 1 and type 2. This represents the most optimistic view and an upper bound, if some
type 2 sources are in fact AGN impostors, although, as I argue in Section 6.5, this is likely to
be a small effect. The true space density of local AGNs lies between these two possibilities.
In either case, the differential luminosity function can be approximated by a single power-law
from LHα ≈ 1038 to 3 × 1041 ergs s−1, roughly of the form " ∝ L−1.2±0.2. The slope seems to
flatten below LHα ≈ 1038 ergs s−1, but the luminosity function is highly uncertain at the faint end
because of density fluctuations in our local volume. Nevertheless, it is remarkable that the Palomar
luminosity function formally begins at LHα ≈ 6 × 1036 ergs s−1, roughly the luminosity of the
Orion nebula (Kennicutt 1984). In units more familiar to the AGN community, this corresponds
to an absolute B-band magnitude of roughly −8 (using the Hα-optical continuum conversion of
Greene & Ho 2005b), no brighter than a single supergiant star.

For comparison, I have overlaid the Hα luminosity function of z ! 0.35 Seyfert galaxies derived
from the SDSS by Hao et al. (2005b). The Palomar survey reaches galaxies that are ∼2 orders
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・LLAGN model can explain half part of IceCube events  
・Injection efficiency: ηcr ~ 10-3 - 10-2 
・Other sources may explain the other part. 
(e.g., Starburst Galaxies, Low Luminosity GRBs)
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・LLAGN model can explain half part of IceCube events  
・Injection efficiency: ηcr ~ 10-3 - 10-2 
・Other sources may explain the other part. 
(e.g., Starburst Galaxies, Low Luminosity GRBs)
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Cumulative Background

each LLAGN is faint 
but number density is high  

LLAGNs can emit enough neutrino
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Fujita, SSK, Murase 15, PRD,  92, 023001



• Some LLAGNs are 

surrounded by the 

Giant Molecular Clouds 

(GMC)
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γ-rays by Escaping Protons

• Escaping protons emit 

gamma-rays through 

interaction with GMC
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γ-rays by Escaping Protons
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FIG. 2. Same as Fig. 1 but for ṁ = 0.001, and λ = 5× 10−4.

observations [51, 52]. The predicted gamma-ray flux is much smaller than the observations.

The fraction of λ ∼ 0.5 is needed in order that the flux is comparable to the observations at

E ∼ 1 TeV. However, as is noted above, the value of λ = 0.5 is probably too large for the

actual CMZ. The gamma-ray and neutrino spectra are similar and they are not represented

by a power-law, because they reflect the proton spectrum (Eq. 2).

Recent studies have indicated that the current activity of Sgr A∗ is exceptionally small,

and that the average accretion rate more than ∼ 100 yrs ago might be much larger and it

could be as much as 103–104 times the current one [25–28]. Thus, we calculate the gamma-

ray and neutrino fluxes when ṁ = 0.001 and λ = 5 × 10−4 regardless of t. The drop of

activity in the past ∼100 yrs does not affect the results because the diffusion time of CRs

is much larger than 100 yrs. Other parameters are the same as the fiducial ones. These

give the typical energy of Ep,eq = 3.4 TeV from Eq. (1). Note that for given ṁ and MBH,

9
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FIG. 5. Predicated gamma-ray flux (dashed line) and neutrino flux (two-dot dashed line) from

Cen A. Parameters are shown in the text. Filled circles and squares are the Fermi and HESS

observations, respectively [58, 59].

The distance to Cen A is assumed to be 3.84 Mpc. We do not include the absorption

of the gamma rays. The radius, thickness, and mass of the CMZ are RCMZ,obs =195 pc,

HCMZ,obs =195 pc, and MCMZ = 8.4× 107 M⊙, respectively [62]. The mass of the SMBH is

MBH = 5× 107 M⊙ [63]. We choose ṁ = 0.01, λ = 0.02, and ζ = 0.03 in order to reproduce

the HESS results. Other parameters are the same as the fiducial ones. These give the typical

energy of Ep,eq = 7.9 TeV from Eq. (1). Cen A has a prominent cold gas disc [64], and thus

the effective covering factor λ may be larger than that of Sgr A∗. Fig. 5 shows that our

model can reproduce the HESS observations at E >
∼ 1 TeV, although another component

is required at E <
∼ 1 TeV. We note that the actual gamma-ray flux from the CMZ could

be smaller, if that from the CRs accelerated by other mechanisms (e.g. acceleration in the
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fiducial parameters, because the neutrino flux at ∼ 10–100 TeV obtained with IceCube is

well reproduced by them [19].

We assume that the luminosity of the protons accelerated in the RIAF is Lp,tot = ηcrṀc2,

where ηcr is the parameter and we take ηcr = 0.015 as the fiducial value following Ref. [19].

When only stochastic acceleration is effective, the production rate of protons in the momen-

tum range p to p+ dp is

Ṅ(x)dx ∝ x(7−3q)/2K(b−1)/2(x)dx , (2)

where x = p/pcut, Kν is the Bessel function, and b = 3/(2 − q) [38]. The power-law index

of turbulence responsible for the acceleration is assumed to be q = 5/3 (Kolmogorov type).

The cut-off momentum is defined as pcut = (2 − q)1/(2−q)peq = peq/27, where peq = Ep,eq/c

[19, 38]. We determine the normalization of Eq. (2) so that the total power of the protons

is Lp,tot.

III. DIFFUSION OF PROTONS IN THE CMZ

Protons accelerated in Sgr A∗ leave the acceleration site (RIAF) and disperse into the

interstellar space. Some of them would enter the CMZ surrounding Sgr A∗. We solve a

diffusion-convection equation for the CR protons in the CMZ. For the sake of simplicity, we

solve a spherically symmetric equation:
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where f = f(t, r, p) is the distribution function, r is the distance from the Galactic center, p

is the momentum of particles, κ is the diffusion coefficient, u is the velocity of the background

gas, and Q is the source term for the particles (Sgr A∗). We assume that u = 0, because

we are interested in the CRs inside the CMZ, which is too heavy to be moved by possible

outflows from Sgr A∗. We do not consider CRs carried by the outflows without entering into

the CMZ. We assume that the CMZ is uniform and its dense gas occupies at r < RCMZ.

The actual CMZ has a disc-like structure and does not entirely cover Sgr A∗ [29]. Thus,

we expect that most of the CR protons do not plunge into the CMZ, and we assume that

only a fraction λ of the protons accelerated in the RIAF are injected into the CMZ. Thus,

the source term in Eq. (3) is written as
∫

4πcp3Qdp = λLp,tot = ληcrṀc2. Since the size of
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• We propose LLAGN model as a source of IceCube events 

• Calculating the proton spectra inside RIAFs, we find that  
1.  Acceleration is limited by escape rather than cooling  
2.  LLAGN can explain the IceCube neutrinos for either low energy  
    or high energy data with reasonable parameter sets  
3. The escape p can emit γ by interaction with circum-nuclear matter

SUMMARY
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FIG. 2. Same as Fig. 1 but for ṁ = 0.001, and λ = 5× 10−4.

observations [51, 52]. The predicted gamma-ray flux is much smaller than the observations.

The fraction of λ ∼ 0.5 is needed in order that the flux is comparable to the observations at

E ∼ 1 TeV. However, as is noted above, the value of λ = 0.5 is probably too large for the

actual CMZ. The gamma-ray and neutrino spectra are similar and they are not represented

by a power-law, because they reflect the proton spectrum (Eq. 2).

Recent studies have indicated that the current activity of Sgr A∗ is exceptionally small,

and that the average accretion rate more than ∼ 100 yrs ago might be much larger and it

could be as much as 103–104 times the current one [25–28]. Thus, we calculate the gamma-

ray and neutrino fluxes when ṁ = 0.001 and λ = 5 × 10−4 regardless of t. The drop of

activity in the past ∼100 yrs does not affect the results because the diffusion time of CRs

is much larger than 100 yrs. Other parameters are the same as the fiducial ones. These

give the typical energy of Ep,eq = 3.4 TeV from Eq. (1). Note that for given ṁ and MBH,
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・ pp & pγ → π±�+ π0 → ν + γ
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Fig. 7.— Comparison of the derived IGRB intensities for di↵erent foreground (FG) models. The

error bars include the statistical uncertainty and systematic uncertainties from the e↵ective area

parametrization, as well as the CR background subtraction (statistical and systematic uncertainties

have been added in quadrature). The shaded band indicates the systematic uncertainty arising from

uncertainties in the Galactic foreground: the IGRB intensity range spanned by the three benchmark

models, the variants described in Section 4.2, and the normalization uncertainties derived from the

high-latitude data/model comparison. See Section 5.2 for details.

(Ackermann +’14)

  IceCube Flux level
・ Absorption:  
γ+γ→e++e- 

Eγ,cut ≲ 10 GeV 
  → No contradiction 
with EGB > 10GeV

Gamma-rays are inevitably generated with neutrinos

SSK, Murase, & Toma, 2015, ApJ, 806,159 

ExtraGalactic Background (EGB) constrains some models

Ecut

Murase+13; Murase+15



α=0.1,  
β=3, 
r=10
q=5/3 
zmax=7

No evolution
φ(Lbol) =const for z

fixed MBH
ṁ⇔Lbol

observationB1
B3

B2

B4

bins as a faint part L L L80 *min bol< < , a middle part
L L L80 * bol mid< < , and a bright part L L Lmid bol max< < ,

where L L L80 *mid max= whose values are tabulated in
Table 2. We also tabulate the corresponding values of LX to
Lmax and Lmid. The bright part emits almost all the neutrinos for
all models. The faint and middle parts contribute little to the
diffuse neutrino flux due to the low pion production efficiency.

4.2. Diffuse Intensity of CR Protons

In our model, most of the injected protons escape from the
accretion flow without depletion due to the low efficiency of
pion production f 0.2π ≲ . Here, we discuss the effects of
escaping protons.

Assuming that the universe is filled with CR protons, we can
estimate the CR flux as in the neutrino flux. Figure 8 shows the
estimated flux of CR protons for models B1, B2, B3, and B4.
This flux of the escaping protons is much lower than observed
CR flux for E10 eV 10p

15.5 18< < eV for all the models.
Although the escaping proton luminosity has weaker depen-
dence on ṁ than that of neutrino luminosity, the bright part is
dominant for the CR proton flux.

We note that it is unclear whether CRs of E 10p
16∼ eV are

able to arrive at the earth from LLAGN. In fact, the magnetic
fields in the intergalactic medium (IGM) prevent the protons
from traveling straight so that the distant sources cannot
contribute to the CR flux. The diffusion length of CR protons
during the cosmic time is estimated to be B E l6 p8

1 6
,16

1 6
coh,2
1 3∼ −

−

Mpc (E 10p
18≲ eV), where we use B B (10 Gauss)8

8=− − ,
E E (10 PeV)p p,16 = and the coherence length l l /coh,2 coh=

(100 kpc) (e.g., Ryu et al. 2008). We consider that the CRs are
in cosmic filaments and/or the galaxy groups with Kolmogorov
turbulence, and ignore the cosmic expansion. In addition, our
Galaxy is located in the Local Group, where the magnetic fields
are probably stronger than the usual IGM. These magnetic
fields can potentially reduce the UHECR flux of E 10p

19∼ eV
arriving at the earth (Takami et al. 2014). We should take the
effects of these magnetic fields into account to discuss the
arrival CR flux in detail.
The escaping protons would diffuse in host galaxies of

LLAGN, and interact with gas in the interstellar medium (ISM)
inside the galaxies. The pion production efficiency of pp
inelastic collisions in the ISM is estimated to be fπ,gal ≃
K n ct E8 10pp p pp p,gal trap

4
,16
0.3σ ∼ × − − , where n 1 cmp,gal

3∼ − is
the mean nucleon density in the host galaxy, t h 4trap

2 κ= is
the trapping time in the galaxy. We use the scale height h 1∼
kpc and the diffusion coefficient estimated in our Galaxy,

E3 10 ( 1GeV) cm sp
28 0.3 2 1κ ∼ × − . Note that the central

regions of galaxies have much denser gases than the mean
values of ISM that we use for the estimation. The interaction of
escaping protons in such dense cores of galaxies might be
important. The escaping protons are expected to be confined in
IGM. These protons are likely to interact with the protons or
photons. The efficiency of pion production in IGM is not low,
typically 10 2∼ − below 100 PeV (Murase et al. 2013), which is
likely to be more important than the reactions in ISM. These
processes might affect the diffuse neutrino flux.

4.3. Constraints on Neutron Loading in the Jet

Toma & Takahara (2012) proposed a mass loading model to
relativistic jets by relativistic neutrons made in the accretion
flows. They consider that the relativistic neutrons whose
Lorentz factor 3nγ ∼ decay at the polar region of a SMBH are
able to provide the jets with some amount of mass and energy.
They estimated that the relativistic neutrons can inject energy
of L Mc2 10 ˙jet

3 2≲ × − and mass of M M˙ 4 10 ˙jet
4≲ × − . This

estimate results from the assumption of L Mc0.03 ˙n
2∼ , where

Ln is the total luminosity of neutrons from the accretion flow.
The total luminosity of neutrons in our model is estimated as

L f Mc˙ , (35)n n cr
2η∼

Figure 7. Contribution to the total intensity (red thick lines) from different
luminosity bins (thin lines). The blue dashed, green dotted, and magenta
dotted–dashed lines show the fluxes from bright, middle, and faint parts,
respectively. See the text for definition of the each part. The black squares
show the observed data of neutrino signals. The top and bottom panels show
the intensity for B2 and B3, respectively.

Figure 8. The maximum flux of the diffuse CR protons. The thick lines show
the CR flux for B1 (red solid), B2 (green-dashed), B3 (blue dotted), and B4
(magenta dotted–dashed). The thin black solid line shows the observed CR flux
(e.g., Becker 2008). The dashed line (B2) almost overlaps the dotted–dashed
line (B4).
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Cosmic-ray Flux from LLAGNs
Suppose CRs travel IGM straightly with speed of light,  

which gives Maximum CR flux from LLAGN. 
This Maximum CR flux is lower than observation


