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What about a sharply falling positron fraction?
2

TABLE 1
Propagation parameter sets

min med max
L [kpc] 1 4 15
K0 [kpc2/Myr] 0.0016 0.0112 0.0765
� 0.85 0.70 0.46

Propagation parameter sets for the three representative cases dis-
cussed in Donato et al. (2001). L is the di↵usion halo size, K0 the
di↵usion coe�cient at 1GeV, and � the di↵usion coe�cient power
law index: K(E) = K0(E/1GeV)� .

In order to mimic a sharp drop in the positron fraction
measurements, we generate two sets of mock data by
extrapolating the AMS-02 data points at higher energies.
We assume that the flux keeps rising up to 350 GeV
and 600 GeV respectively, and then drops to the level
expected for a flux produced purely by secondary cosmic
rays (see Fig. 1). The relative error bars are assumed to
be the same as the last published bin until the possible
drop and to increase by 50%7 at each energy bin after
the drop, where the statistics will necessarily be lower
for some years. We deliberately adopt such a sharp drop
to test the sharpest situation possible that is commonly
considered as a dark matter smoking gun.

To fit this mock data, three components can be con-
sidered: i) a standard underlying secondary flux (pro-
duced by interactions of primary cosmic rays in the in-
terstellar medium, and inferred from observed cosmic-
ray fluxes), ii) far away pulsars likely to contribute to
the electron and positron fluxes between a couple of GeV
and⇠150 GeV (Delahaye et al. 2010), iii) in addition, one
can add the contribution of another primary electron and
positron flux, coming either from a single nearby pulsar
or from the Galactic dark matter halo.

We compute the flux and distribution of primary and
secondary cosmic rays in the Galaxy following the com-
monly used two-zone di↵usion model, where the stars
and Interstellar Medium (ISM) lie in an infinitely thin
disk embedded in a large di↵usion halo of chaotic mag-
netic field. Once in the di↵usion zone, cosmic rays suf-
fer di↵usion, energy losses (mainly inverse Compton and
synchrotron; note that Klein-Nishina e↵ects are here
taken into account), spallation on the ISM, convection
and reacceleration. The latter two e↵ects have not been
taken into account here, as they impact only low energy
electrons and we are interested here in energies above
⇠200 GeV. The various parameters that quantify these
phenomena are not known from first principles and must
be constrained by data, such as the boron-to-carbon ra-
tio, that is not sensitive to source modeling. As Maurin
et al. (2001) has shown, the parameter space compat-
ible with the data is very large and translates into an
equally large uncertainty on the expected positron and
electron fluxes that should be sized correctly (Delahaye

7
This choice of 50% is arbitrary. Indeed it is di�cult

to estimate what will be the error bars of future data as

the AMS-02 collaboration has not yet published estimates

of their systematics. Also, the statistical errors will de-

pend on the electron background and on the choice of the

collaboration for the energy binning. We have tested the

e↵ects of being more conservative and not increasing the

relative errors does not change our results.
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Fig. 1.— Best fit fluxes for the max parameter set. Upper panel
for a positron drop at 350 GeV, lower panel at 600 GeV. Data
up to 350 GeV is from AMS-02 (Aguilar et al. 2013), above this
energy, the bins are mock data. The lines correspond respectively
to dark matter annihilating into e+e� or µ+µ� or to a pulsar with
injection spectrum parameter of 1, 1.5 or 2. Note that for the
pulsar cases, a smooth distribution of far away pulsars, with the
same injection spectrum (but a lower cut-o↵) has been added to
reproduce the data at intermediate energies (10 to 150 GeV).

et al. 2008, 2009). In order to account for this spread, we
will discuss our scenarios within three sets of represen-
tative parameters labelled min, med and max in Donato
et al. (2004) (Table 1).

For each of the three propagation parameter sets, we
have calculated the underlying secondary positron flux
(channel i) as in Ref. Delahaye et al. (2009). In this
study, we have chosen to use the primary proton and
↵ fluxes given by Donato et al. (2009) and the produc-
tion cross-sections of Kamae et al. (2006, 2007); other
choices are possible but such a parameter scan is not
within the scope of this paper. The electron injection
flux is set to follow a power-law that gives a good over-
all fit to the PAMELA electron data, as well as to the
AMS-02 positron fraction data below 5 GeV. Note that
electrons are mainly primary cosmic-rays and are hence
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Fig. 2.— Impact of the distance (left panel) and of the age (right panel) of a pulsar on the positron flux received at the Earth. In order
to show only the e↵ects of the propagation, the injection energy cut-o↵ has been set to the very high value of 100 TeV for all the cases.
Continuous, dashed and dotted lines correspond to an injection respectively of � =1, 1.5 and 2. The fluxes displayed here are corrected
by a factor E1+� to ease the comparison. It clearly appears that distance has little impact on the shape of the flux at high energies. One
should also note that the flux coming from old pulsars drops more sharply, whatever the distance.

tance, age, and cut-o↵ energy. Our results are presented
in Figs. 3 and 4, where the contours represent the regions
where the �2 is lesser than the number of degrees of free-
dom of the fit (dark colors) and 2-� away from the best
fit value (light shades). The bottom plots in Fig. 4 dis-
play the corresponding energy injected into cosmic rays
E
tot

, as a fraction of a typical supernova explosion en-
ergy (1051 erg). The relevance of this energy budget is
discussed in section 4.

The shape of the spectra produced by single pulsars
is an intricate combination of injection parameters and
propagation e↵ects. The influence of the various quan-
tities are discussed in detail in Delahaye et al. (2010).
Figure 2 recalls the e↵ects of the pulsar distance and age
on the observed spectral slope and high-energy cut-o↵.

The position of the observed cut-o↵ in energy is set by
one of the two following e↵ects. Either it is set solely by
the age of the pulsar, given an initial maximum energy
E

c

; the narrow horizontal bands of fixed pulsar age in
Fig. 3 correspond to this e↵ect. The higher drop-energy
(600GeV) case is naturally better fit by younger pulsars
than the 350GeV case. Or, in other cases, the observed
cut-o↵ is due to the maximum energy at which cosmic
rays are accelerated, E

c

this gives the diagonal depar-
ture from the horizontal of Fig. 3. One can also note
from Fig. 2 that older pulsars lead to a sharper cut-o↵,
whatever the distance.

The other parameters (distance and spectral index)
govern the spread of the spectrum and its steepness,
down to low energies. Shorter distances and harder spec-
tra lead to more peaked spectra, as required for our fits.
These two parameters have opposing e↵ects on the nor-
malization: the flux amplitude decreases with the source
distance and increases for harder spectral indices. This
explains why, for softer spectral indices, nearby pulsars
are excluded, as they are not able to provide enough

energy to account for the observed flux. For the min

propagation case, large distances are excluded for this
same reason, as indicated in Fig. 4, where the fraction of
injected energy saturates at 100% for large distances.

The dashed lines in Fig. 3 provide an estimate of the
anisotropy (in the case where the pulsar would be the
only source and would sit in the Galactic plane). This is
the positron flux anisotropy, as opposed to the positron
ratio reported by AMS-02. It shows that a sharp positron
fraction does not necessarily imply a high anisotropy.

The di↵use cosmic-ray flux scales roughly as
/ L/K(E), where L is the halo size and K(E)
the di↵usion coe�cient. The min propagation case is
thus intrinsically favoured energetics-wise. Additionally,
this case can lead to a narrower peaked spectrum.
The anisotropy of the positron flux has however an
inverse scaling A / K(E)/L, which explains why
the anisotropy constraint is strongest for the min

case, where A is largest. Note also that here all the
pulsars have been considered to be in the Galactic
plane but should a pulsar be above or below the plane,
the anisotropy would increase, especially in the min case.

To summarize, two regimes appear from Fig. 3: a good
fit to the sharp drop requires either a relatively old pulsar
(horizontal branches of the scatter plots) and then the
break is set by the age of the pulsar, independently from
the injection cut-o↵ and its distance, or one requires a
relatively young and nearby pulsar (diagonal branch in
the upper right panel). The parameter space that enables
a good fit shrinks considerably as the injection index �
increases.

4. DISCUSSION

In the pulsar framework, our parameter scan favours
a relatively old (a few hundred kyr old) close-by source

“One should also note that the flux coming from old 
pulsars drops more sharply, whatever the distance.” 

Delahaye, Kotera and Silk,1404.7546



Astrophysical interpretation
Di Mauro et al., 1507.07001
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Figure 3. Astrophysical fit (astro model) to AMS-02 observables [53, 54, 57]. We display also Fermi-
LAT [58, 59], PAMELA [60–62], and HESS data [29, 63]. The styles and colors used to represent the
various contributions are described in the insets.

The contributions to the e

± fluxes coming from all these sources are propagated in the
ISM and modulated in the heliosphere according to the prescriptions discussed in Section
3. While the reference model for the Galactic propagation is described by the Med set of
parameters, the Fisk potential � of the solar modulation is a free parameter.

To summarize, the astro model is characterized by six free parameters: Q0,SNRs, �SNRs,
NVela, ⌘PWNe, �PWNe and �. Their best-fit values, together with their uncertainties, are
reported in Table 1, while the triangular plot in Fig. 2 illustrates their posterior probability
distributions, as they are sampled by the MCMC scan. Fig. 2 shows that the convergence
of the sampling is good and the parameters are all well determined. From Table 1 we see
that the average pulsars e�ciency ⌘PWNe for the ATNF catalog sources is determined to
be around 3.7%, a result well consistent with our previous findings [24], and that the Vela
normalization preferred by the fit is close to the nominal value of our modeling (NVela ⇠ 1).
The overall fit reproduces quite well the AMS-02 data, and has a reduced chi-square of 1.03,
which translates into a p-value of 0.37, corresponding to a significance of the fit that is ⇡ 1�.

Fig. 3 shows the comparison between the best-fit predictions of the astro model and
AMS-02 data. As anticipated, the fluxes at lower energies are dominated by far SNRs in the
case of electrons and by secondaries in the case of positrons, while local sources determine
the fluxes in the high-energy window. This model predicts a relatively-flat, slightly-declining
positron fraction for energies beyond the current AMS-02 measurements, up to at least the
TeV range.
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ISM and modulated in the heliosphere according to the prescriptions discussed in Section
3. While the reference model for the Galactic propagation is described by the Med set of
parameters, the Fisk potential � of the solar modulation is a free parameter.

To summarize, the astro model is characterized by six free parameters: Q0,SNRs, �SNRs,
NVela, ⌘PWNe, �PWNe and �. Their best-fit values, together with their uncertainties, are
reported in Table 1, while the triangular plot in Fig. 2 illustrates their posterior probability
distributions, as they are sampled by the MCMC scan. Fig. 2 shows that the convergence
of the sampling is good and the parameters are all well determined. From Table 1 we see
that the average pulsars e�ciency ⌘PWNe for the ATNF catalog sources is determined to
be around 3.7%, a result well consistent with our previous findings [24], and that the Vela
normalization preferred by the fit is close to the nominal value of our modeling (NVela ⇠ 1).
The overall fit reproduces quite well the AMS-02 data, and has a reduced chi-square of 1.03,
which translates into a p-value of 0.37, corresponding to a significance of the fit that is ⇡ 1�.

Fig. 3 shows the comparison between the best-fit predictions of the astro model and
AMS-02 data. As anticipated, the fluxes at lower energies are dominated by far SNRs in the
case of electrons and by secondaries in the case of positrons, while local sources determine
the fluxes in the high-energy window. This model predicts a relatively-flat, slightly-declining
positron fraction for energies beyond the current AMS-02 measurements, up to at least the
TeV range.
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Figure 4. Constraints on the DM annihilation cross section h�vi (left panel) and DM lifetime ⌧

(right panel), for various production channels (as reported in the insets) in the astro+DM model. The
constraints are computed at the 2� C.L., and refer to the Med propagation model and Einasto DM
density profile in our Galaxy.

The main conclusion that one can draw from this first part of our analysis, is similar
to what we derived in Ref. [24]: the agreement between the astro model and the AMS-02
measurements is remarkably good and therefore a purely astrophysical interpretation of e±

data is perfectly viable. We also stress, as already found in Ref. [24], that the good agreement
with the secondary positron flux in the low energy part of the positron spectrum is a hint in
favor of a Galactic transport model close to the Med configuration, which refers to a CRs
confinement region around 4 kpc.

4.2 Adding dark matter to the picture

The previous analysis for the astro model represents our baseline modeling, over which we
now build the study of the information that can be derived on a DM contribution from the
AMS-02 data. We therefore fit again the four experimental observables within a model that
consists of all the primary and secondary astrophysical contributions discussed in the previous
paragraph plus e

± fluxes produced by DM pair annihilation or decay. For definiteness, we
refer to this modeling as the astro+DM model. The free parameters are now 8: the same
Q0,SNRs, �SNRs, NVela, ⌘PWNe, �PWNe, � already introduced before, plus the two parameters
characterizing the DM particle, namely its mass mDM and annihilation cross-section h�vi
(or decay rate �dec = 1/⌧).

Our investigation is twofold, being aimed at: i) deriving bounds on the DM annihi-
lation/decay rate as a function of the DM mass (we will perform this analysis in a raster
scan of the DM mass); ii) determining whether AMS-02 data require/prefer/allow a DM
contribution. In both cases, our underlying assumption is that the DM contribution to the
electron and positron fluxes occurs in the background of emission from astrophysical sources
(SNRs and PWNe): this is likely the more plausible situation, and we wish to investigate
whether, to what extent and how robustly a DM leptonic emission can be present in the CR
fluxes. Our analysis will not restrict the DM contribution to be neither the dominant one, or
the subdominant one a priori: we will just leave free the contribution from all sources (DM,

– 9 –

“The main conclusion that one can draw from this first part of our analysis, is: 
the agreement between the astro model and the AMS-02 measurements is 
remarkably good and therefore a purely astrophysical interpretation of e± data is 
perfectly viable.” 



Spectral fit with positrons

 (Torsten Bringmann) ‒Indirect Searches for Particle Dark Matter 28
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FIG. 1. The e± spectrum from annihilating DM, after
propagation, for different annihilation final states, assum-
ing ⟨σv⟩= 3 × 10−26 cm3s−1. Solid lines refer to refer-
ence diffusion zone (L=4kpc) and energy loss assumptions
(Urad + UB = 1.7 eV cm−3). Dashed (dotted) lines show the
effect of a different scale height L=8 (2) kpc. The dash-dotted
line shows the impact of increasing the local radiation plus
magnetic field density to Urad + UB = 2.6 eV cm−3.
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FIG. 2. The AMS positron fraction measurement [2] and
background+signal fit for DM annihilating directly to e+e−,
for mχ = 10GeV and 100GeV. The normalization of the DM
signal in each case was chosen such that it is barely excluded
at the 95% CL. For better visibility, the contribution from
DM (lower lines) has been rescaled as indicated.

of the spectrum depends only marginally on L, it may be
reduced by up to a factor of ∼2 when increasing the as-
sumed local energy losses via synchrotron radiation and
inverse Compton scattering by 50%. In Fig. 2, we show a
direct comparison of the DM signal with the AMS data,
for the case of e+e− final states contributing at the max-
imum level allowed by our constraints (see below) for two
fiducial values of mχ. Again, it should be obvious that
the shape of the DM contribution differs at all energies
significantly from that of the background.
Statistical treatment. We use the likelihood ratio

test [60] to determine the significance of, and limits on,

a possible DM contribution to the positron fraction mea-
sured by AMS. As likelihood function, we adopt a prod-
uct of normal distributions L =

∏
iN(fi|µi,σi); fi is the

measured value, µi the positron fraction predicted by the
model, and σi its variance. The DM contribution enters
with a single degree of freedom, given by the non-negative
signal normalization. Upper limits at the 95%CL on the
DM annihilation or decay rate are therefore derived by
increasing the signal normalization from its best-fit value
until −2 lnL is changed by 2.71, while profiling over the
parameters of the background model.

We use data in the energy range 1–350GeV; the vari-
ance σi is approximated by adding the statistical and
systematic errors of the measurement in quadrature,
σi = (σ2

i,stat + σ2
i,sys)

1/2. Since the total relative error is
always small (below 17%), and at energies above 4GeV
dominated by statistics, we expect this approximation to
be very reliable. The binning of the published positron
fraction follows the AMS energy resolution, which varies
between 10.4% at 1GeV and 1.5% at 350GeV. Although
we do not account for the finite energy resolution of AMS
in our analysis, we have explicitly checked that this im-
pacts our results by no more than 10%.

As our nominal model for the part of the e± spec-
trum that does not originate from DM, henceforth sim-
ply referred to as the astrophysical background, we use
the same phenomenological parameterization as the AMS
collaboration in their analysis [2]. This parameterization
describes each of the e± fluxes as the sum of a common
source spectrum – modeled as a power-law with expo-
nential cutoff – and an individual power-law contribution
(only the latter being different for the e+ and e− fluxes).
After adjusting normalization and slope of the secondary
positrons such that the overall flux reproduces the Fermi
e++e− measurements [61], the five remaining model pa-
rameters are left unconstrained. This phenomenological
parameterization provides an extremely good fit (with a
χ2/d.o.f. = 28.5/57), indicating that no fine structures
are observed in the AMS data. For the best-fit spectral
slopes of the individual power-laws we find γe− ≃ 3.1
and γe+ ≃ 3.8, respectively, and for the common source
γe± ≃ 2.5 with a cutoff at Ec ≃800GeV, consistent with
Ref. [2]. Subsequently, we will keep Ec fixed to its best-fit
value.

Results and Discussion. Our main results are the
bounds on the DM annihilation cross section, as shown
in Fig. 3. No significant excess above background was
observed. For annihilations proceeding entirely to e+e−

final states, we find that the “thermal” cross section is
firmly excluded for mχ ! 90GeV. For mχ ∼ 10GeV,
which is an interesting range in light of recent results
from direct [62–66] and indirect [67–69] DM searches, our
upper bound on the annihilation cross section to e+e− is
approximately two orders of magnitude below ⟨σv⟩therm.
We also show in Fig. 3 the upper bounds obtained for
other leptonic final states. As expected, these limits are
weaker than those found in the case of direct annihilation
to electrons – both because part of the energy is taken

Fact #1:

Sharp spectral features do exist,  
for leptonic channels, even after 
propagation!

Fact #2:

positron fraction as a function of energy decreases by an
order of magnitude from 20 to 250 GeV.

Primary sources of cosmic ray positrons and electrons
may induce some degree of anisotropy of the measured
positron to electron ratio, that is, the ratio of the positron
flux to the electron flux. Therefore, a systematic search for
anisotropies using the selected sample is performed from
16 to 350 GeV.

Arrival directions of electrons and positrons are used to
build a sky map in galactic coordinates, (b,l), containing
the number of observed positrons and electrons. The fluc-
tuations of the observed positron ratio are described by
using a spherical harmonic expansion

reðb; lÞ
hrei

# 1 ¼
X1

‘¼0

X‘

m¼#‘

a‘mY‘mð!=2# b; lÞ; (3)

where reðb; lÞ denotes the positron ratio at (b,l), hrei is the
average ratio over the sky map, Y‘m are spherical harmonic
functions, and a‘m are the corresponding weights. The
coefficients of the angular power spectrum of the fluctua-
tions are defined as

C‘ ¼
1

2‘þ 1

X‘

m¼#‘

ja‘mj2: (4)

They are found to be consistent with the expectations for
isotropy at all energies, and upper limits to multipole
contributions are obtained. We obtain a limit on the am-
plitude of dipole anisotropy on the positron to electron

ratio, " ¼ 3
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C1=4!

p
, for any axis in galactic coordinates

of " & 0:036 at the 95% confidence level.
In conclusion, the first 6:8' 106 primary positron and

electron events collected with AMS on the ISS show the
following: i. At energies <10 GeV, a decrease in the
positron fraction with increasing energy. ii. A steady
increase in the positron fraction from 10 to (250 GeV.
iii. The determination of the behavior of the positron
fraction from 250 to 350 GeV and beyond requires more
statistics. iv. The slope of the positron fraction versus
energy decreases by an order of magnitude from 20 to
250 GeV, and no fine structure is observed. The agreement
between the data and the model shows that the positron
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FIG. 6 (color). The positron fraction measured by AMS fit
with the minimal model. For the fit, both the data and the model
are integrated over the bin width. Even with the high statistics
and high accuracy of AMS, the spectrum shows no fine structure.

TABLE I. Representative bins of the positron fraction as a function of energy. Errors due to stat., statistical error; acc., acceptance
asymmetry; sel., event selection; mig., bin-to-bin migration; ref., reference spectra; c.c., charge confusion; and syst., total systematic
error. For the complete table, see [13].

Energy[GeV] Neþ Fraction #stat #acc #sel #mig #ref #c:c: #syst

1.00–1.21 9335 0.0842 0.0008 0.0005 0.0009 0.0008 0.0001 0.0005 0.0014
1.97–2.28 23 893 0.0642 0.0004 0.0002 0.0005 0.0002 0.0001 0.0002 0.0006
3.30–3.70 20 707 0.0550 0.0004 0.0001 0.0003 0.0000 0.0001 0.0002 0.0004
6.56–7.16 13 153 0.0510 0.0004 0.0001 0.0000 0.0000 0.0001 0.0002 0.0002
09.95–10.73 7161 0.0519 0.0006 0.0001 0.0000 0.0000 0.0001 0.0002 0.0002
19.37–20.54 2322 0.0634 0.0013 0.0001 0.0001 0.0000 0.0001 0.0002 0.0003
30.45–32.10 1094 0.0701 0.0022 0.0001 0.0002 0.0000 0.0001 0.0003 0.0004
40.00–43.39 976 0.0802 0.0026 0.0002 0.0005 0.0000 0.0001 0.0004 0.0007
50.87–54.98 605 0.0891 0.0038 0.0002 0.0006 0.0000 0.0001 0.0004 0.0008
64.03–69.00 392 0.0978 0.0050 0.0002 0.0010 0.0000 0.0002 0.0007 0.0013
74.30–80.00 276 0.0985 0.0062 0.0002 0.0010 0.0000 0.0002 0.0010 0.0014
86.00–92.50 240 0.1120 0.0075 0.0002 0.0010 0.0000 0.0003 0.0011 0.0015
100.0–115.1 304 0.1118 0.0066 0.0002 0.0015 0.0000 0.0003 0.0015 0.0022
115.1–132.1 223 0.1142 0.0080 0.0002 0.0019 0.0000 0.0004 0.0019 0.0027
132.1–151.5 156 0.1215 0.0100 0.0002 0.0021 0.0000 0.0005 0.0024 0.0032
151.5–173.5 144 0.1364 0.0121 0.0002 0.0026 0.0000 0.0006 0.0045 0.0052
173.5–206.0 134 0.1485 0.0133 0.0002 0.0031 0.0000 0.0009 0.0050 0.0060
206.0–260.0 101 0.1530 0.0160 0.0003 0.0031 0.0000 0.0013 0.0095 0.0101
260.0–350.0 72 0.1550 0.0200 0.0003 0.0056 0.0000 0.0018 0.0140 0.0152
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FIG. 1. The e± spectrum from annihilating DM, after
propagation, for different annihilation final states, assum-
ing ⟨σv⟩= 3 × 10−26 cm3s−1. Solid lines refer to refer-
ence diffusion zone (L=4kpc) and energy loss assumptions
(Urad + UB = 1.7 eV cm−3). Dashed (dotted) lines show the
effect of a different scale height L=8 (2) kpc. The dash-dotted
line shows the impact of increasing the local radiation plus
magnetic field density to Urad + UB = 2.6 eV cm−3.
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FIG. 2. The AMS positron fraction measurement [2] and
background+signal fit for DM annihilating directly to e+e−,
for mχ = 10GeV and 100GeV. The normalization of the DM
signal in each case was chosen such that it is barely excluded
at the 95% CL. For better visibility, the contribution from
DM (lower lines) has been rescaled as indicated.

of the spectrum depends only marginally on L, it may be
reduced by up to a factor of ∼2 when increasing the as-
sumed local energy losses via synchrotron radiation and
inverse Compton scattering by 50%. In Fig. 2, we show a
direct comparison of the DM signal with the AMS data,
for the case of e+e− final states contributing at the max-
imum level allowed by our constraints (see below) for two
fiducial values of mχ. Again, it should be obvious that
the shape of the DM contribution differs at all energies
significantly from that of the background.
Statistical treatment. We use the likelihood ratio

test [60] to determine the significance of, and limits on,

a possible DM contribution to the positron fraction mea-
sured by AMS. As likelihood function, we adopt a prod-
uct of normal distributions L =

∏
iN(fi|µi,σi); fi is the

measured value, µi the positron fraction predicted by the
model, and σi its variance. The DM contribution enters
with a single degree of freedom, given by the non-negative
signal normalization. Upper limits at the 95%CL on the
DM annihilation or decay rate are therefore derived by
increasing the signal normalization from its best-fit value
until −2 lnL is changed by 2.71, while profiling over the
parameters of the background model.

We use data in the energy range 1–350GeV; the vari-
ance σi is approximated by adding the statistical and
systematic errors of the measurement in quadrature,
σi = (σ2

i,stat + σ2
i,sys)

1/2. Since the total relative error is
always small (below 17%), and at energies above 4GeV
dominated by statistics, we expect this approximation to
be very reliable. The binning of the published positron
fraction follows the AMS energy resolution, which varies
between 10.4% at 1GeV and 1.5% at 350GeV. Although
we do not account for the finite energy resolution of AMS
in our analysis, we have explicitly checked that this im-
pacts our results by no more than 10%.

As our nominal model for the part of the e± spec-
trum that does not originate from DM, henceforth sim-
ply referred to as the astrophysical background, we use
the same phenomenological parameterization as the AMS
collaboration in their analysis [2]. This parameterization
describes each of the e± fluxes as the sum of a common
source spectrum – modeled as a power-law with expo-
nential cutoff – and an individual power-law contribution
(only the latter being different for the e+ and e− fluxes).
After adjusting normalization and slope of the secondary
positrons such that the overall flux reproduces the Fermi
e++e− measurements [61], the five remaining model pa-
rameters are left unconstrained. This phenomenological
parameterization provides an extremely good fit (with a
χ2/d.o.f. = 28.5/57), indicating that no fine structures
are observed in the AMS data. For the best-fit spectral
slopes of the individual power-laws we find γe− ≃ 3.1
and γe+ ≃ 3.8, respectively, and for the common source
γe± ≃ 2.5 with a cutoff at Ec ≃800GeV, consistent with
Ref. [2]. Subsequently, we will keep Ec fixed to its best-fit
value.

Results and Discussion. Our main results are the
bounds on the DM annihilation cross section, as shown
in Fig. 3. No significant excess above background was
observed. For annihilations proceeding entirely to e+e−

final states, we find that the “thermal” cross section is
firmly excluded for mχ ! 90GeV. For mχ ∼ 10GeV,
which is an interesting range in light of recent results
from direct [62–66] and indirect [67–69] DM searches, our
upper bound on the annihilation cross section to e+e− is
approximately two orders of magnitude below ⟨σv⟩therm.
We also show in Fig. 3 the upper bounds obtained for
other leptonic final states. As expected, these limits are
weaker than those found in the case of direct annihilation
to electrons – both because part of the energy is taken

Fact #1:

Sharp spectral features do exist,  
for leptonic channels, even after 
propagation!

Fact #2:

positron fraction as a function of energy decreases by an
order of magnitude from 20 to 250 GeV.

Primary sources of cosmic ray positrons and electrons
may induce some degree of anisotropy of the measured
positron to electron ratio, that is, the ratio of the positron
flux to the electron flux. Therefore, a systematic search for
anisotropies using the selected sample is performed from
16 to 350 GeV.

Arrival directions of electrons and positrons are used to
build a sky map in galactic coordinates, (b,l), containing
the number of observed positrons and electrons. The fluc-
tuations of the observed positron ratio are described by
using a spherical harmonic expansion

reðb; lÞ
hrei

# 1 ¼
X1

‘¼0

X‘

m¼#‘

a‘mY‘mð!=2# b; lÞ; (3)

where reðb; lÞ denotes the positron ratio at (b,l), hrei is the
average ratio over the sky map, Y‘m are spherical harmonic
functions, and a‘m are the corresponding weights. The
coefficients of the angular power spectrum of the fluctua-
tions are defined as

C‘ ¼
1

2‘þ 1

X‘

m¼#‘

ja‘mj2: (4)

They are found to be consistent with the expectations for
isotropy at all energies, and upper limits to multipole
contributions are obtained. We obtain a limit on the am-
plitude of dipole anisotropy on the positron to electron

ratio, " ¼ 3
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C1=4!

p
, for any axis in galactic coordinates

of " & 0:036 at the 95% confidence level.
In conclusion, the first 6:8' 106 primary positron and

electron events collected with AMS on the ISS show the
following: i. At energies <10 GeV, a decrease in the
positron fraction with increasing energy. ii. A steady
increase in the positron fraction from 10 to (250 GeV.
iii. The determination of the behavior of the positron
fraction from 250 to 350 GeV and beyond requires more
statistics. iv. The slope of the positron fraction versus
energy decreases by an order of magnitude from 20 to
250 GeV, and no fine structure is observed. The agreement
between the data and the model shows that the positron
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FIG. 6 (color). The positron fraction measured by AMS fit
with the minimal model. For the fit, both the data and the model
are integrated over the bin width. Even with the high statistics
and high accuracy of AMS, the spectrum shows no fine structure.

TABLE I. Representative bins of the positron fraction as a function of energy. Errors due to stat., statistical error; acc., acceptance
asymmetry; sel., event selection; mig., bin-to-bin migration; ref., reference spectra; c.c., charge confusion; and syst., total systematic
error. For the complete table, see [13].

Energy[GeV] Neþ Fraction #stat #acc #sel #mig #ref #c:c: #syst

1.00–1.21 9335 0.0842 0.0008 0.0005 0.0009 0.0008 0.0001 0.0005 0.0014
1.97–2.28 23 893 0.0642 0.0004 0.0002 0.0005 0.0002 0.0001 0.0002 0.0006
3.30–3.70 20 707 0.0550 0.0004 0.0001 0.0003 0.0000 0.0001 0.0002 0.0004
6.56–7.16 13 153 0.0510 0.0004 0.0001 0.0000 0.0000 0.0001 0.0002 0.0002
09.95–10.73 7161 0.0519 0.0006 0.0001 0.0000 0.0000 0.0001 0.0002 0.0002
19.37–20.54 2322 0.0634 0.0013 0.0001 0.0001 0.0000 0.0001 0.0002 0.0003
30.45–32.10 1094 0.0701 0.0022 0.0001 0.0002 0.0000 0.0001 0.0003 0.0004
40.00–43.39 976 0.0802 0.0026 0.0002 0.0005 0.0000 0.0001 0.0004 0.0007
50.87–54.98 605 0.0891 0.0038 0.0002 0.0006 0.0000 0.0001 0.0004 0.0008
64.03–69.00 392 0.0978 0.0050 0.0002 0.0010 0.0000 0.0002 0.0007 0.0013
74.30–80.00 276 0.0985 0.0062 0.0002 0.0010 0.0000 0.0002 0.0010 0.0014
86.00–92.50 240 0.1120 0.0075 0.0002 0.0010 0.0000 0.0003 0.0011 0.0015
100.0–115.1 304 0.1118 0.0066 0.0002 0.0015 0.0000 0.0003 0.0015 0.0022
115.1–132.1 223 0.1142 0.0080 0.0002 0.0019 0.0000 0.0004 0.0019 0.0027
132.1–151.5 156 0.1215 0.0100 0.0002 0.0021 0.0000 0.0005 0.0024 0.0032
151.5–173.5 144 0.1364 0.0121 0.0002 0.0026 0.0000 0.0006 0.0045 0.0052
173.5–206.0 134 0.1485 0.0133 0.0002 0.0031 0.0000 0.0009 0.0050 0.0060
206.0–260.0 101 0.1530 0.0160 0.0003 0.0031 0.0000 0.0013 0.0095 0.0101
260.0–350.0 72 0.1550 0.0200 0.0003 0.0056 0.0000 0.0018 0.0140 0.0152
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smooth backgroundsharp signal 
(even after propagation)

Bergstrom et al., 1306.3983
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Spectral fit with positrons 
~same procedure as for gamma rays...
[profile likelihood; no sliding energy window, 5 params for BG instead of 2]
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FIG. 3. Upper limits (95% CL) on the DM annihilation cross
section, as derived from the AMS positron fraction, for various
final states (this work), WMAP7 (for ℓ+ℓ−) [43] and Fermi
LAT dwarf spheroidals (for µ+µ− and τ+τ−) [42]. The dot-
ted portions of the curves are potentially affected by solar
modulation. We also indicate ⟨σv⟩therm ≡ 3× 10−26 cm3s−1.
The AMS limits are shown for reasonable reference values of
the local DM density and energy loss rate, and can vary by a
factor of a few, as indicated by the hatched band (for clarity,
this band is only shown around the e+e− constraint).

away by other particles (neutrinos, in particular) and be-
cause they feature broader and less distinctive spectral
shapes. These new limits on DM annihilating to µ+µ−

and τ+τ− final states are still, however, highly competi-
tive with or much stronger than those derived from other
observations, such as from the cosmic microwave back-
ground [43] and from gamma-ray observations of dwarf
galaxies [42]. Note that for the case of e+e−γ final states
even stronger limits can be derived for mχ ! 50GeV by
a spectral analysis of gamma rays [70]. We do not show
results for the b̄b channel, for which we nominally find
even weaker limits due to the broader spectrum. In fact,
due to degeneracies with the background modeling, lim-
its for annihilation channels which produce such a broad
spectrum of positrons can suffer from significant system-
atic uncertainties. For this reason, we consider our limits
on the e+e− channel to be the most robust.
Uncertainties in the e± energy loss rate and local DM

density weaken, to some extent, our ability to robustly
constrain the annihilation cross sections under consid-
eration in Fig. 3. We reflect this uncertainty by show-
ing a band around the e+e− constraint, corresponding
to the range Urad + UB = (1.2 − 2.6) eV cm−3, and
ρ⊙χ = (0.25− 0.7)GeV cm−3 [59, 71]. Uncertainty bands
of the same width apply to each of the other final states
shown in the figure, but are not explicitly shown for clar-
ity. Other diffusion parameter choices impact our lim-
its only by up to ∼10%, except for the case of low DM
masses, for which uncertainties in the modeling of solar
modulation may be important [51, 72]. We reflect this in
Fig. 3 by depicting the limits derived in this less certain

mass range, where the peak of the signal e+ flux falls
below 5GeV, with dotted (rather than solid) lines.

For comparison, we have also considered a collection
of physical background models in which we calculated
the expected primary and secondary lepton fluxes using
GALPROP, and then added the contribution from all
galactic pulsars. While this leads to an almost identical
description of the background at high energies as in the
phenomenological model, small differences are manifest
at lower energies due to solar modulation and a spec-
tral break [53, 73, 74] in the CR injection spectrum at a
few GeV (both neglected in the AMS parameterization).
We cross-check our fit to the AMS positron fraction with
lepton measurements by Fermi [61]. Using these physical
background models in our fits, instead of the phenomeno-
logical AMS parameterization, the limits do not change
significantly. The arguably most extreme case would be
the appearance of dips in the background due to the su-
perposition of several pulsar contributions, which might
conspire with a hidden DM signal at almost exactly the
same energy. We find that in such situations, the real lim-
its on the annihilation rate could be weaker (or stronger)
by up to roughly a factor of 3 for any individual value of
mχ. We refer to the accompanying material in the Ap-
pendix for more details and further discussion of possible
systematics that might affect our analysis.

Lastly, we note that the upper limits on ⟨σv⟩(mχ) re-
ported in Fig. 3 can easily be translated into upper limits
on the decay width of a DM particle of mass 2mχ via
Γ ≃ ⟨σv⟩ρ⊙χ /mχ. We checked explicitly that this sim-
ple transformation is correct to better than 10% for the
L =4 kpc propagation scenario and e+e− and µ+µ− final
states over the full considered energy range.

Conclusions. In this Letter, we have considered a
possible dark matter contribution to the recent AMS cos-
mic ray positron fraction data. The high quality of this
data has allowed us for the first time to successfully per-
form a spectral analysis, similar to that used previously
in the context of gamma ray searches for DM. While we
have found no indication of a DM signal, we have derived
upper bounds on annihilation and decay rates into lep-
tonic final states that improve upon the most stringent
current limits by up to two orders of magnitude. For
light DM in particular, our limits for e+e− and µ+µ− fi-
nal states are significantly below the cross section naively
predicted for a simple thermal relic. When taken together
with constraints on DM annihilations to hadronic final
states from gamma rays [42] and antiprotons [22], this
new information significantly limits the range of models
which may contain a viable candidate for dark matter
with mχ ∼ O(10)GeV.

The AMS mission is planned to continue for 20 years.
With the total data set, we expect to be able to
strengthen the presented limits by at least a factor of
three in the energy range of 6–200GeV, and by more in
the likely case that systematics and the effective accep-
tance of the instrument improve.

Most stringent existing limits on (light) leptonic states!

}represents uncertainty in!
i) local DM density!
ii) local radiation density

NB: this method 
gives very robust 
limits ‒ but only 
for spiky spectra!

Bergström, TB, Cholis, Hooper & Weniger, PRL ’13

see also Ibarra, Lamperstorfer & Silk, PRD’14 !

see also Ibarra, Lamperstorfer and Silk, 1309.2570



Spectral fit with positrons
Bergstrom et al., 1306.3983

 (Torsten Bringmann) ‒Indirect Searches for Particle Dark Matter 29

Spectral fit with positrons 
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[profile likelihood; no sliding energy window, 5 params for BG instead of 2]
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FIG. 3. Upper limits (95% CL) on the DM annihilation cross
section, as derived from the AMS positron fraction, for various
final states (this work), WMAP7 (for ℓ+ℓ−) [43] and Fermi
LAT dwarf spheroidals (for µ+µ− and τ+τ−) [42]. The dot-
ted portions of the curves are potentially affected by solar
modulation. We also indicate ⟨σv⟩therm ≡ 3× 10−26 cm3s−1.
The AMS limits are shown for reasonable reference values of
the local DM density and energy loss rate, and can vary by a
factor of a few, as indicated by the hatched band (for clarity,
this band is only shown around the e+e− constraint).

away by other particles (neutrinos, in particular) and be-
cause they feature broader and less distinctive spectral
shapes. These new limits on DM annihilating to µ+µ−

and τ+τ− final states are still, however, highly competi-
tive with or much stronger than those derived from other
observations, such as from the cosmic microwave back-
ground [43] and from gamma-ray observations of dwarf
galaxies [42]. Note that for the case of e+e−γ final states
even stronger limits can be derived for mχ ! 50GeV by
a spectral analysis of gamma rays [70]. We do not show
results for the b̄b channel, for which we nominally find
even weaker limits due to the broader spectrum. In fact,
due to degeneracies with the background modeling, lim-
its for annihilation channels which produce such a broad
spectrum of positrons can suffer from significant system-
atic uncertainties. For this reason, we consider our limits
on the e+e− channel to be the most robust.
Uncertainties in the e± energy loss rate and local DM

density weaken, to some extent, our ability to robustly
constrain the annihilation cross sections under consid-
eration in Fig. 3. We reflect this uncertainty by show-
ing a band around the e+e− constraint, corresponding
to the range Urad + UB = (1.2 − 2.6) eV cm−3, and
ρ⊙χ = (0.25− 0.7)GeV cm−3 [59, 71]. Uncertainty bands
of the same width apply to each of the other final states
shown in the figure, but are not explicitly shown for clar-
ity. Other diffusion parameter choices impact our lim-
its only by up to ∼10%, except for the case of low DM
masses, for which uncertainties in the modeling of solar
modulation may be important [51, 72]. We reflect this in
Fig. 3 by depicting the limits derived in this less certain

mass range, where the peak of the signal e+ flux falls
below 5GeV, with dotted (rather than solid) lines.

For comparison, we have also considered a collection
of physical background models in which we calculated
the expected primary and secondary lepton fluxes using
GALPROP, and then added the contribution from all
galactic pulsars. While this leads to an almost identical
description of the background at high energies as in the
phenomenological model, small differences are manifest
at lower energies due to solar modulation and a spec-
tral break [53, 73, 74] in the CR injection spectrum at a
few GeV (both neglected in the AMS parameterization).
We cross-check our fit to the AMS positron fraction with
lepton measurements by Fermi [61]. Using these physical
background models in our fits, instead of the phenomeno-
logical AMS parameterization, the limits do not change
significantly. The arguably most extreme case would be
the appearance of dips in the background due to the su-
perposition of several pulsar contributions, which might
conspire with a hidden DM signal at almost exactly the
same energy. We find that in such situations, the real lim-
its on the annihilation rate could be weaker (or stronger)
by up to roughly a factor of 3 for any individual value of
mχ. We refer to the accompanying material in the Ap-
pendix for more details and further discussion of possible
systematics that might affect our analysis.

Lastly, we note that the upper limits on ⟨σv⟩(mχ) re-
ported in Fig. 3 can easily be translated into upper limits
on the decay width of a DM particle of mass 2mχ via
Γ ≃ ⟨σv⟩ρ⊙χ /mχ. We checked explicitly that this sim-
ple transformation is correct to better than 10% for the
L =4 kpc propagation scenario and e+e− and µ+µ− final
states over the full considered energy range.

Conclusions. In this Letter, we have considered a
possible dark matter contribution to the recent AMS cos-
mic ray positron fraction data. The high quality of this
data has allowed us for the first time to successfully per-
form a spectral analysis, similar to that used previously
in the context of gamma ray searches for DM. While we
have found no indication of a DM signal, we have derived
upper bounds on annihilation and decay rates into lep-
tonic final states that improve upon the most stringent
current limits by up to two orders of magnitude. For
light DM in particular, our limits for e+e− and µ+µ− fi-
nal states are significantly below the cross section naively
predicted for a simple thermal relic. When taken together
with constraints on DM annihilations to hadronic final
states from gamma rays [42] and antiprotons [22], this
new information significantly limits the range of models
which may contain a viable candidate for dark matter
with mχ ∼ O(10)GeV.

The AMS mission is planned to continue for 20 years.
With the total data set, we expect to be able to
strengthen the presented limits by at least a factor of
three in the energy range of 6–200GeV, and by more in
the likely case that systematics and the effective accep-
tance of the instrument improve.

Most stringent existing limits on (light) leptonic states!

}represents uncertainty in!
i) local DM density!
ii) local radiation density

NB: this method 
gives very robust 
limits ‒ but only 
for spiky spectra!

Bergström, TB, Cholis, Hooper & Weniger, PRL ’13

see also Ibarra, Lamperstorfer & Silk, PRD’14 !

see also Ibarra, Lamperstorfer and Silk, 1309.2570

independent on bkg interpretation!



Why antiprotons?

• we know the background with 
good accuracy


• in a democratic WIMP model the 
ratio between DM signal and 
background from standard 
astrophysical sources is usually 
much larger in the antiproton 
channel with respect to all other 
indirect detection methods.
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where vA is the Alfvén velocity. Here we assume that
diffusive reacceleration takes place in the entire diffusive
halo.

For the CRs generated by standard astrophysical
sources, Qiðp; r; zÞ will describe the distribution and injec-
tion spectrum of SNRs, which we parametrize as

QiðEk; r; zÞ ¼ fSðr; zÞq0;i
!
!ðEkÞ
!0

"$"i

; (19)

In this paper we assume the same source spectral index
"i ¼ " for all nuclear species unless differently stated. We
require the source spatial distribution fSðr; zÞ to trace that
of Galactic supernova remnants inferred from pulsars and
stellar catalogues as given in [78]. We checked that other
distributions, among those usually adopted in the literature,
do not affect significantly our results. For the case of DM
annihilations, the source is given above in Eq. (8) where
the antiproton yield per annihilation dN !p=dE is obtained
interfacing the numerical codewith the DARKSUSY package
[79], in turn linking to simulations with the PYTHIA

Monte Carlo, except for the heavy WIMPs models for
which tables provided by [45] are used instead.

Secondary antiprotons are generated in the interaction of
primary CRs with the interstellar gas. The ISM gas is
composed mainly by molecular, atomic and ionized hydro-
gen (respectively, H2, HI and HII). Here we adopt the same
distributions as in [25,80]. Following [81] we take the
He/H numerical fraction in the ISM to be 0.11. We have
tested that different models for the gas distribution
(i.e., [82,83]) affects marginally the fitted model para-
meters and hence the predicted antiproton spectra.

The diffusion equation offers just an effective descrip-
tion of the CR transport in the Galaxy. The main parame-
ters determining the propagated distribution and spectrum
of CR nuclei are the normalization of the diffusion coeffi-
cient D0, its vertical scale zt and its rigidity slope #, the
Alfvén velocity vA and the convection velocity vcðR; zÞ.
Presently available observations of secondary/primary ra-
tios, like the B=C, or unstable/stable ratios, like 10Be=9Be
allow to determine such parameters only up to large un-
certainties (see [9] for a reference list of the experimental
data). Moreover, secondary-to-primary ratios are sensitive
only to the ratioD0=zt, while unstable-to-stable ratios, that

are somewhat more sensitive to D0 and zt separately and
can therefore break the degeneracy, suffer from large ex-
perimental uncertainties. Therefore, the half-height of the
diffusion region zt is poorly constrained by CR nuclei
observations. Radio and "-ray observations are more sen-
sitive to zt and seem to disfavor small values zt & 1 kpc
(see e.g., the recent works [84,85]). To place an upper
bound on zt requires instead more careful analyses.
However, the parameter zt might affect significantly the
flux expected from DM sources, as they are also distributed
in the galactic halo. Also the antiproton fraction reaching
the Earth from the galactic center region depends strongly
on zt. For this reasons, we consider 5 different reference
models, encompassing a range of possible propagation re-
gimes, which we summarize in Table II: Models KRA, THN
and THK assume Kraichnan type turbulence (# ¼ 0:5) but
differ in the adopted height of the diffusion zone in order to
probe the effect of varying this parameter on the !p flux;
the KOL model assumes instead Kolmogorov turbulence
(# ¼ 0:33); the CON model considers convective effects.
All these models are chosen in such a way as to minimize
the combined $2 against B=C and the proton spectrum data
under the requirement to get $2 < 1 for each of those
channels. An accurate modeling of proton data is crucial
since protons are the main primaries of secondary antipro-
tons. For the first time in the context of secondary antiproton
computations, the proton spectrum is fitted against the
high precision data recently released by the PAMELA
Collaboration [86]. We also checked that the 4He spectrum
measured by the same experiment is reproduced by each of
those models. The fits are performed minimizing the $2 in
the multidimensional parameter space defined byD0, %, the
Alfvén velocity vA, the proton and nuclei spectral indices
"i, the solar modulation potentials ". For some models a
spectral break has to be introduced in the source proton
spectrum in order to achieve an acceptable fit ($2

p < 1) of
proton data (see below). For those models the spectral
indexes below/above the break and the break rigidity are
also fitted.
The propagation equation is solved with the public

available DRAGON code [25], implementing a numerical
solution which assumes cylindrical symmetry and a sta-
tionary state. In Fig. 2 spectra for our selected sample of

TABLE II. We report here the main parameters of the reference CR propagation models used in this work. The KOL and CON
models have a break in rigidity of the nuclei source spectra " at respectively, 11 GVand 9 GV. The modulation potential" refers to the
fit of proton PAMELA data only.

Model zt (kpc) # D0ð1028 cm2=sÞ % vA ðkm=sÞ "
dvc=dz

ðkm=s=kpcÞ $2
B=C $2

p " (GV) $2
!p

Color
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THN 0.5 0.50 0.31 $0:27 11.6 2.35 0 0.7 0.46 0.70 0.73 Green
THK 10 0.50 4.75 $0:15 14.1 2.35 0 0.7 0.55 0.69 0.62 Orange
CON 4 0.6 0.97 1. 38.1 1:62=2:35 50 0.4 0.53 0.21 1.32 Gray
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where vA is the Alfvén velocity. Here we assume that
diffusive reacceleration takes place in the entire diffusive
halo.

For the CRs generated by standard astrophysical
sources, Qiðp; r; zÞ will describe the distribution and injec-
tion spectrum of SNRs, which we parametrize as

QiðEk; r; zÞ ¼ fSðr; zÞq0;i
!
!ðEkÞ
!0

"$"i

; (19)

In this paper we assume the same source spectral index
"i ¼ " for all nuclear species unless differently stated. We
require the source spatial distribution fSðr; zÞ to trace that
of Galactic supernova remnants inferred from pulsars and
stellar catalogues as given in [78]. We checked that other
distributions, among those usually adopted in the literature,
do not affect significantly our results. For the case of DM
annihilations, the source is given above in Eq. (8) where
the antiproton yield per annihilation dN !p=dE is obtained
interfacing the numerical codewith the DARKSUSY package
[79], in turn linking to simulations with the PYTHIA

Monte Carlo, except for the heavy WIMPs models for
which tables provided by [45] are used instead.

Secondary antiprotons are generated in the interaction of
primary CRs with the interstellar gas. The ISM gas is
composed mainly by molecular, atomic and ionized hydro-
gen (respectively, H2, HI and HII). Here we adopt the same
distributions as in [25,80]. Following [81] we take the
He/H numerical fraction in the ISM to be 0.11. We have
tested that different models for the gas distribution
(i.e., [82,83]) affects marginally the fitted model para-
meters and hence the predicted antiproton spectra.

The diffusion equation offers just an effective descrip-
tion of the CR transport in the Galaxy. The main parame-
ters determining the propagated distribution and spectrum
of CR nuclei are the normalization of the diffusion coeffi-
cient D0, its vertical scale zt and its rigidity slope #, the
Alfvén velocity vA and the convection velocity vcðR; zÞ.
Presently available observations of secondary/primary ra-
tios, like the B=C, or unstable/stable ratios, like 10Be=9Be
allow to determine such parameters only up to large un-
certainties (see [9] for a reference list of the experimental
data). Moreover, secondary-to-primary ratios are sensitive
only to the ratioD0=zt, while unstable-to-stable ratios, that

are somewhat more sensitive to D0 and zt separately and
can therefore break the degeneracy, suffer from large ex-
perimental uncertainties. Therefore, the half-height of the
diffusion region zt is poorly constrained by CR nuclei
observations. Radio and "-ray observations are more sen-
sitive to zt and seem to disfavor small values zt & 1 kpc
(see e.g., the recent works [84,85]). To place an upper
bound on zt requires instead more careful analyses.
However, the parameter zt might affect significantly the
flux expected from DM sources, as they are also distributed
in the galactic halo. Also the antiproton fraction reaching
the Earth from the galactic center region depends strongly
on zt. For this reasons, we consider 5 different reference
models, encompassing a range of possible propagation re-
gimes, which we summarize in Table II: Models KRA, THN
and THK assume Kraichnan type turbulence (# ¼ 0:5) but
differ in the adopted height of the diffusion zone in order to
probe the effect of varying this parameter on the !p flux;
the KOL model assumes instead Kolmogorov turbulence
(# ¼ 0:33); the CON model considers convective effects.
All these models are chosen in such a way as to minimize
the combined $2 against B=C and the proton spectrum data
under the requirement to get $2 < 1 for each of those
channels. An accurate modeling of proton data is crucial
since protons are the main primaries of secondary antipro-
tons. For the first time in the context of secondary antiproton
computations, the proton spectrum is fitted against the
high precision data recently released by the PAMELA
Collaboration [86]. We also checked that the 4He spectrum
measured by the same experiment is reproduced by each of
those models. The fits are performed minimizing the $2 in
the multidimensional parameter space defined byD0, %, the
Alfvén velocity vA, the proton and nuclei spectral indices
"i, the solar modulation potentials ". For some models a
spectral break has to be introduced in the source proton
spectrum in order to achieve an acceptable fit ($2

p < 1) of
proton data (see below). For those models the spectral
indexes below/above the break and the break rigidity are
also fitted.
The propagation equation is solved with the public

available DRAGON code [25], implementing a numerical
solution which assumes cylindrical symmetry and a sta-
tionary state. In Fig. 2 spectra for our selected sample of

TABLE II. We report here the main parameters of the reference CR propagation models used in this work. The KOL and CON
models have a break in rigidity of the nuclei source spectra " at respectively, 11 GVand 9 GV. The modulation potential" refers to the
fit of proton PAMELA data only.
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Varying the halo size in the range 2 - 10 kpc
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The ratio of the local flux obtained considering 
sources with distance smaller than RS to that 
obtained with RS = ∞
(see also R. Taillet & D. Maurin, A&A, 2003)
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Much larger uncertainty in the DM fluxes!
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Changing diffusion conditions in the inner 
Galaxy gives significant effect on the DM 
contribution without affecting the local 
observables

Only a comprehensive study including 
local and non-local observables may 
succeed in reducing safely the propagation 
uncertainties.

anisotropic diffusion
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Bracketing the propagation uncertainties with PAMELA

Figure 2. The envelope of the secondary antiproton spectra computed with the di↵erent propagation models
found to reproduce the B/C and primary spectra.

Figure 3. Left plot: The secondary antiproton flux computed for di↵erent values of the halo height L. Right
plot: The normalization of the di↵usion coe�cient required, for each value of L, to reproduce the B/C ratio
(the green line is used to guide the eye).

at ⇠ 200 GV. We assume Boron is entirely secondary. It was shown by [45] that, neglecting the
production and acceleration of secondary nuclei inside SNRs, the � may be underestimated by a
factor of ⇠ 5� 15%. We checked that the Fisk potential gives an accurate description of modulated
spectra compared against the more realistic predictions provided by the Helioprop simulations. Using
a charge-dependent formalism for the modulation is relevant only when we compare di↵erently charged
particle spectra. We discuss this in detail in section 2.4.

With the given set of di↵usion and source parameters we are now able to calculate the B/C
ratio. We identify a model as a good one, if it reproduces the B/C data as well as proton, helium
and carbon data within the 3� limits. In particular, a model is selected if it gives a �2 against the

– 6 –

Figure 4. Comparison between the propagation and the nuclear uncertainties. Yellow band: Error on the
p̄ flux due to the uncertainty in the propagation parameters. Blue lines: The relative ratios between the p̄
flux computed using the maximal (dot-dashed), fiducial (dashed), and minimal (solid) cross section from [14]
(KW) and the same flux computed adopting the parameterization from [32, 49] (TN).

di↵erent values for L up to 16 kpc. In order not to lose the perfect agreement with the secondary
over primary data, we increase the D0 value accordingly (see the right plot in figure 3). As shown in
figure 3, di↵erent choices for L in this range do not a↵ect our predictions for the secondary antiproton
flux.

Although in this paper we assumed a uniform value of � in the whole Galaxy, it was recently
shown that di↵use �-ray data favor a scenario characterized by radially-dependent CR transport
properties [47, 48]. In order to investigate the possible impact of that scenario on our results, we
computed the local secondary antiproton spectrum for the KRA� model considered in those paper
finding a negligible correction.

3.3 Antiproton production cross-section uncertainties

We compare here the propagation uncertainties derived in the previous sections with those associated
with the antiproton production processes.

In figure 4, we show the relative ratio between the minimum (maximum) secondary antiproton
flux and that obtained using the best-fit propagation model. The corresponding region represents the
uncertainty on the secondary flux associated with galactic propagation.

We compare this uncertainty band with the relative di↵erences associated with production cross
sections. To this end, we compute secondary antiprotons with the new prescriptions recently proposed
by [14] and we evaluate them against the traditional fitting relations given in [32, 49].

We find that nuclear uncertainties can be as large as 50% even at ⇠ 100 GeV, and are much
larger below few GeVs. However, with the available CR data, the propagation uncertainties dominate
over the entire energy range as shown in figure 4.

Upcoming measurements (in particular, from AMS-02 [1], CALET [50], and ISS-CREAM [44])
are expected to significantly improve our knowledge of propagation parameters and then to reduce
the associated uncertainties. In that situation, antiproton production cross sections will prevent us
to provide predictions for the astrophysical backgrounds as accurate as the forecasted sensitivities.

– 8 –
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DM bounds after PAMELA data

Figure 6. Antiproton bounds on DMmodels computed with conservative assumptions for the CR propagation
and DM contribution. Red solid (dashed) line: bb̄ channel for NFW (generalized NFW) profile; blue solid

(dashed) line: W+W� channel for NFW (generalized NFW) profile. With red (blue) filled contours we report
the 2� and 3� best-fit regions identified in [52] for the bb̄ (W+W�) channel.

For this purpose, we use as background model the minimum secondary antiproton flux evaluated
from the envelope of all the propagation models compatible with CR nuclear measurements and by
using the minimal model for the antiproton production cross sections provided by [14]. We also
remark that we can safely neglect the charge-dependent e↵ects in the determination of the minimum
background (see section 3.4).

To propagate DM antiprotons, we select the propagation model giving the minimal background
flux at the energy corresponding to the DM particle mass and we choose L = 2 kpc since it is
the minimum value compatible with synchrotron di↵use emission observations [20]. We note here
that, while secondary antiprotons are una↵ected by di↵erent values of L, DM antiprotons can change
significantly and, in fact, this parameter is the most important one to evaluate this contribution. In
particular, thinner halos underproduce the DM p̄ flux, and therefore L = 2 kpc corresponds to the
minimum flux expected from a given DM model (see [13] for a more detailed discussion).

We determine the 2� exclusion contour in the plane (mDM, h�vi), for each given DM mass, as
it follows. We first vary h�vi to minimize the �2 of the antiproton flux (obtained as the sum of the
minimal background and the DM contribution) against PAMELA data [53]. We then calculate the
maximum allowed value for h�vi within the 2� limit. We point out that we evaluate the �2 only for
the data points with energy less than the DM particle mass mDM.

In figure 6 the reader can see our results for the maximum allowed annihilation cross section for
the bb̄ and W+W� annihilation channels.

Our results can be now compared with the DM interpretation of the recently claimed signal in
the gamma-ray channel located in the inner few degrees around the GC [37].

In [37] the authors show that a DM particle with mass ⇠ 43 GeV annihilating into bb̄ with a
cross section h�vi ' 2.2 · 10�26 cm3s�1 (for the Inner Galaxy analysis) and distributed according to
a gNFW profile with � = 1.18 can accomodate the anomalous excess.

The detailed analysis reported in [52] provided a better quantification of the systematic uncer-
tainties a↵ecting the proposed signal; more recently, the Fermi-LAT collaboration released preliminary
estimates of the energy spectrum of this excess, based on four qualitatively di↵erent background mod-
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“The main difference in our approach is 
to make use of a broader analysis of the 
propagation and nuclear uncertainties in 
order to determine the background.“



Testing the AMS-02 high-energy data

Figure 8. Our reference model compared to AMS preliminary B/C data. Solid line: the TOA spectrum
modulated with � = 0.6 GV; dotted line: the LIS spectrum.

Armed with a model fully consistent with all the preliminary nuclear observables, we can finally
compare our prediction for the p̄/p ratio with the data.

In figure 9 we show this comparison. The computation of the secondary flux is performed using
the fiducial value of the cross sections provided by [14], and the associated uncertainty is shown as a
blue band.

We conclude that, even without considering all the relevant uncertainties associated with propa-
gation or injection slopes, our predictions for the p̄/p are in good agreement with the preliminary data
in the entire energy range. Our findings are then in agreement with the conclusions of [58], although
our analysis relies on the B/C data from the same experiment for the assessment of the propagation
model.

6 Conclusions

We presented a revisited study of the dominant uncertainties in the determination of the CR secondary
antiproton spectrum.

By performing a scan over the parameter space relevant for CR propagation, we identified a set of
models compatible with B/C, proton, helium and carbon data provided by the PAMELA experiment.
We were then able to bracket the minimum and maximum secondary antiproton fluxes constrained
by local observables and we compared the associated uncertainty band with the errors related to
the production cross sections. It is the first time that such analysis has been performed by using
comprehensive numerical simulations of CR propagation in the Galaxy and the Heliosphere. More
importantly, we used for the first time a complete set of measurements from the same experiment:
Using consistent data from the same data-taking period allowed us to reduce the uncertainties due to
solar modulation.

Similarly to previous results, we found that the secondary antiproton spectrum is independent on
the (almost unknown) di↵usion halo height and that, using the recent PAMELA data, the uncertainty
on the propagation model dominates over the nuclear ones.

Our result has important implications for the indirect search of primary p̄ from DM annihilations
in the galactic halo. Therefore, we provided the most conservative – with respect to the mentioned
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Figure 9. Our reference model compared to AMS preliminary p̄/p data. Blue solid (dashed) line: the p̄/p
spectrum computed with the fiducial cross sections from [14], with (without) the hardening in the proton and
helium injection spectra. The blue band reports the uncertainty associated to the production cross sections.

e↵ects – constraints on the annihilation rate for some popular DM models recently investigated in
connection to hints of DM signals in other detection channels.

Our method may be taken as a reference procedure to be exploited when the final measurements
for all the relevant channels are published by the AMS-02 collaboration.

At the moment, the preliminary release by the AMS-02 collaboration of nuclear data does not
permit to perform a statistical analysis. Nevertheless, we found that the model in agreement with
AMS-02 proton, helium, and B/C data is compatible with the p̄/p spectrum. Therefore, we do not
report any significant anomaly in this observable. Our result is then consistent with the conclusions
presented in [58].
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Figure 8. Our reference model is compared to AMS-02 preliminary proton (left plot) and helium (right
plot) data. With the dotted and dashed lines we show the minimal and maximal breaks compatible with the
hardening measured by AMS-02.

e.g., [39, 61]), given the large uncertainties on the propagation parameters (for the secondary p̄) and
on the halo height (for the DM p̄), the antiproton channel cannot be invoked to conclusively exclude
this hypothesis.

5 Discussion on AMS-02 preliminary data

In this section we focus on the recently released AMS-02 data, including protons [62], and preliminary
helium, B/C and p̄/p ratio [63], with energy range extending to 450 GeV.

In particular, we take a closer look at the new impressively accurate data on the p̄/p ratio and we
attempt to evaluate their compatibility with the other hadronic observables. Given the preliminary
nature of the released data we do not attempt a statistical analysis of the uncertainties associated
with propagation. In this perspective, the final release of the secondary/primary measurements, when
systematic and statistical errors are fully accounted for, will be crucial.

A propagation model chosen among those considered in section 3.1, and compatible with prelim-
inary B/C measurements, is shown in figure 9. The propagation parameters are: D0 = 1.5, � = 0.42,
vA = 27, dVC/dz = 14, �C = 2.46, �H = 2.44/2.31. For comparison, the same value for � was found
by [51] using the same datasets.

Remarkably, the predicted B/C ratio reproduce the AMS-02 data over more than three orders of
magnitude in energy. It is worth noting here that the � required by the new high-energy measurements
is in perfect agreement with the best-fit value obtained in our earlier statistical analysis [6], based on
the available high-energy measurements preceding PAMELA and AMS-02 releases.

We also tune the proton and helium injection slopes to accomodate the AMS-02 data. For the
protons, we also consider the minimal and maximal injection slopes at high energy compatible with
the data. The reader can see the comparison with the new datasets in figure 8.

Armed with a model fully consistent with all the preliminary nuclear observables, we can finally
compare our prediction for the p̄/p ratio with the data.

In figure 10 we show this comparison. The computation of the secondary flux is performed using
the fiducial value of the cross sections provided by [14], and the associated uncertainty is shown as a
blue band.
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Conclusions

• Whether or not dark matter contributes to the observed CR fluxes is one of the most 
important open problem in Cosmology. 


• Indirect searches with charged CR have become competitive in terms of excluding 
candidates 


• Astrophysical and nuclear uncertainties on the background predictions are 
comparable limiting factors at the moment


• Multi-Wavelength and multi-messenger studies in combination with more precise 
measurements are going to shrink the astrophysical uncertainties significantly (what 
about nuclear ones?)


