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Thermal DM ? 

• Minimal assumptions about DM origin (thermal decoupling(s) responsible for most of the  
Early history of the Universe) 

• In vanilla scenario, gives a prediction for mass (~MZ) & annihilation cross section ➜ thermal 
WIMPs 

• Motivated from particle physics (‘weak charged’ DM models)

Monday talks  

(Matsumoto+)!
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• Good complementarity between 
direct, collider and indirect search 
(but  comparison IS model 
dependent, Iocco’s talk) 

Cornering the WIMP
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talk 

Cornering the WIMP



101 102 103 104

m� [GeV]

10�28

10�27

10�26

10�25

10�24

10�23

h�
vi

[c
m

3
s�

1 ]

bb̄

LAT dSphs: Ackermann+ (2015)

HESS, MW Halo: Lefranc+ (2015)

Direct: LUX (2012), XENON100 (2012), COUPP (2012)

LHC: ATLAS (2013), CMS (2012)

Thermal Relic Cross Section
(Steigman+ 2012)

Thermal WIMP

LHC

XENON

H.E.S.S.

[Charles+, Phys.Rept.(2016)]

EFT assumed

• Good complementarity between 
direct, collider and indirect search 

• WIMPs, ‘not even slightly  dead’  
(Leane+, PRD (2018)) 

• TeV mass domain not yet 
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• Good complementarity between 
direct, collider and indirect search 

• WIMPs, ‘not even slightly  dead’  
(Leane+, PRD (2018)) 

• TeV mass domain not yet 
explored (weak charged DM) 

• Only indirect detection, probes 
(directly) thermal decoupling

Cornering the WIMP



Serach in astro data 

γ,  
ν,  
e±,  
p±  
D-

•Weakly Interacting Massive Particles? 

• WIMP miracle: 

• Why WIMP? 
• such particle would self-annihilate in the early universe and freeze-out as the 

Universe’s expansion becomes too quick. This thermal decoupling leaves the 
exact observed amount of DM!  

• as a bonus, any theory which tries to explain the origin of EW mass, 
generally introduces new stable EW mass particles. 

• DM with a mass ~MZ clusters in a way 
confirmed by observations.  (true for 
mDM>~ 1 MeV)

Revisiting the WIMP Miracle

�dm = 0.23�
�

10�26 cm3 · s�1

⇥�v⇤

⇥Dark Matter Abundance from Thermal Production

Cosmological

Measurement
Weak Scale

Physics

A larger cross-section would account for 

PAMELA and a surprise at LHC

The galaxy distribution obtained from 
surveys and from cosmological simulations.

In the Early Universe: DM kept in 
equilibrium w SM by self-
annihilations 〈σv〉thermal.  
Today, DM expected to annihilate 
with the same 〈σv〉thermal, in places 
where its density is enhanced!

@ ~Mz

Aquarius N-body simulation

➜〈σv〉thermal



Especially powerful astrophysical messenger: 

‣ energy  range  >~ GeV 

‣ Travel in straight lines (morphology) 

‣  Easier to catch than neutrinos (higher statistics)  

But this is a lucky time (charged CR  + neutrinos competitive too!)

Gamma rays? 

Water Cherenkov detectors (HAWC) Imaging Cherenkov telescopes

Satellites (Fermi LAT)

Alberts ta
lk (+…)!



11 [CTA Consortium,World Scientific (2019), 1709.07997]

Fermi LAT, AGILE IACTs (H.E.S.S., MAGIC, VERITAS)+CTA

Satellites vs IACTs
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IACTs are pointing telescopes: 
• Small FoV 
• Significant CR contamination

Satellites: 
• Large FoV 
• Limited CR bckgd 

Fermi LAT, AGILE IACTs (H.E.S.S., MAGIC, VERITAS)+CTA

CRp flux>>𝛄 flux

Satellites vs IACTs
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‘ON/OFF’ analysis: 
• ‘measures’ CR background in the OFF 

region 
• Assumes backgrounds ‘flat’ 
➡Point sources!

‘Template’ analysis: 
• Likelihood fit of the 

templates of the 
emission models 

• Only  as good as the 
models — systematic 
uncertainty challenging 
to determine 

Fermi LAT, AGILE IACTs (H.E.S.S., MAGIC, VERITAS)+CTA

Assembling the Gamma-Ray Sky

Primary Electron IC

Secondary & Nuclei IC

Bremss

Pion Decay

Dark Matter

Source Residuals

Isotropic:
EGB, Instumental

Normalization

Free, Gaussian, Fixed

Masking

Galactic Plane
Sources

Binning

12 Annular Bins
80 Logarithmic Energy Bins

Upcoming Additions

IC Anisotropic
DM IC (lepto-phillic models)
Alternative ISRFs

Brandon Anderson (UCSC) IDM 2010 8 / 16

ON
OFF

X+

GDE PSs
+ …

Satellites vs IACTs
CRp flux>>𝛄 flux
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Bridging the differences with satellite data: 
• Unbiased view of  the  sky (Large survey-like observations) 
• Energy threshold ~20 GeV   
➡ Cross-analysis techniques (template analysis motivated)

Future: the CTA

DATA CHALLENGE 1 EXPOSURE

Galactic Plane 
Survey

Galactic Centre
Survey

Extragalactic
Survey

Simulated:
1980 h South
1815 h North
8132 pointings

AGN 
Monitoring



this is what 
we are after!

Inner Galactic halo

Galactic substructures

cosmological signal

X=

simulations of structure formation [5, 6, 7], it is inferred that
the particles constituting the cosmological DM had to be mov-
ing non-relativistically at decoupling from thermal equilibrium
in the early universe (‘freeze-out’), in order to reproduce the ob-
served large-scale structure in the Universe and hence the term
“cold DM” (CDM). This observational evidence has led to the
establishment of a concordance cosmological model, dubbed
ΛCDM [8, 9, 10], although this paradigm is troubled by some
experimental controversies [11, 12, 13, 14, 15, 16].
One of the most popular scenarios for CDM is that of weakly

interacting massive particles (WIMPs), which includes a large
class of non-baryonic candidates with mass typically between
a few tens of GeV and few TeV and an annihilation cross-
section set by weak interactions [see, e.g., Refs. 17, 18]. Nat-
ural WIMP candidates are found in proposed extensions of the
SM, e.g. in Super-Symmetry (SUSY) [19, 20], but also Lit-
tle Higgs [21], Universal Extra Dimensions [22], and Tech-
nicolor models [23, 24], among others. Their present veloci-
ties are set by the gravitational potential in the Galactic halo at
about a thousandth of the speed of light. WIMPs which were
in thermal equilibrium in the early Universe would have a relic
abundance varying inversely as their velocity-weighted annihi-
lation cross-section (for pure s−wave annihilation): ΩCDMh2 =
3 × 10−27cm3s−1/ (σannv) [19]. Hence for a weak-scale cross-
section (σannv) = 3 × 10−26cm3s−1, they naturally have the
required relic density ΩCDMh2 = 0.113 ± 0.004, where h =
0.704 ± 0.014 is the Hubble parameter in units of 100 km s−1
Mpc−1 [3]. The ability of WIMPs to naturally yield the DM
density from readily computed thermal processes in the early
Universe without much fine tuning is sometimes termed the
“WIMP miracle”.
In some SUSY theories, a symmetry called ‘R-parity’

prevents a too rapid proton-decay, and as a side-effect, also
guarantees the stability of the lightest SUSY particle (LSP),
which is thus a prime candidate for a WIMP. WIMPs can
annihilate to SM particles, and have hadron or leptons in
the final products of annihilation. Thus from cosmic DM
annihilations, one can expect emission of neutrinos, charged
cosmic rays, multi-frequency electromagnetic radiation from
charged products, and prompt gamma-rays [25]. The detection
of these final state particles can help to identify DM — this is
termed “indirect DM detection”. Gamma-rays are not deflected
by cosmic magnetic fields, and thus trace back to their origin.
Therefore, observation of a gamma-ray signal from cosmic
targets where DM is expected could prove conclusive about its
nature .

In the context of gamma-ray astronomy, the differential flux
of gamma-rays from within a solid angle ∆Ω around a given
astronomical target where DM is expected, can be written as:

dΦ(∆Ω, Eγ)
dEγ

= BF ·
1
4π

(σannv)
2m2χ

∑

i
BRi

dNi
γ

dEγ
︸!!!!!!!!!!!!!!!!!!!!!︷︷!!!!!!!!!!!!!!!!!!!!!︸

Particle Physics

· J̃(∆Ω)︸!︷︷!︸
Astrophysics

,

(1.1)
where (σannv) is the annihilation cross-section (times the rela-

tive velocity of the two WIMPs),
∑
i BRi dNi

γ/dEγ = dNγ/dEγ
is the photon flux per annihilation summed over all the possible
annihilation channels i with branching ratios BRi, and mχ is the
mass of the DM particle. The ‘astrophysical factor’ J̃ is the in-
tegral over the line of sight (los) of the squared DM density and
over the integration solid angle ∆Ω:

J̃ =
∫

∆Ω

dΩ
∫

los
ds ρ2(s,Ω). (1.2)

The remaining term BF in Eq. (1.1) is the so-called ‘boost fac-
tor’ which is a measure of our ignorance of intrinsic flux con-
tributions that are not accounted for directly in the formula.
There are various knownmechanisms for boosting the intrin-

sic flux, among which we mention the inclusion of subhalos,
and the existence of a ‘Sommerfeld enhancement’ of the cross-
section at low velocity regimes in models where the DM parti-
cles interact via a new long-range force. All numerical N−body
simulations of galactic halos have shown the presence of sub-
halos populating the host halo [see, e.g., Refs. 5, 26]. Such
density enhancements, if not spatially resolved, can contribute
substantially to the expected gamma-ray flux from a given ob-
ject. This effect is strongly dependent on the target: in dwarf
spheroidal galaxies (dSphs) for example the boost factor is only
of O(1) [27, 28], whereas in galaxy clusters the boost can be
spectacular, by up to a factor of several hundreds [29, 30, 31].
On the other hand, the Sommerfeld enhancement effect can
significantly boost the DM annihilation cross-section [32, 33].
This non-relativistic effect arises when two DM particles inter-
act in a long-range attractive potential, and results in a boost
in gamma-ray flux which increases with decreasing relative ve-
locity down to a saturation point which depends on the DM and
mediator particle mass. This effect can enhance the annihilation
cross-section by a few orders of magnitude [27, 28].
The current generation of IACTs is actively searching for

WIMP annihilation signals. dSphs are promising targets for
DM annihilation detection being among the most DM domi-
nated objects known and free from astrophysical background.
Constraints on WIMP annihilation signals from dSphs have
been reported towards Sagittarius, Canis Major, Sculptor and
Carina by H.E.S.S. [34, 35, 28], towards Draco, Willman 1 and
Segue 1 by MAGIC [36, 37, 38], towards Draco, Ursa Minor,
Boötes 1, Willman 1 and Segue 1 by VERITAS [39, 40],
and again towards Draco and Ursa Minor by Whipple [41].
Nevertheless, the present instruments do not have the required
sensitivity to reach the “thermal” value of the annihilation
cross-section (σannv) = 3× 10−26cm3s−1. A search for a WIMP
annihilation signal from the halo at angular distances between
0.3◦ and 1.0◦ from the Galactic Centre has also recently been
performed using 112 h of H.E.S.S. data [42]. For WIMP
masses well above the H.E.S.S. energy threshold of 100GeV,
this analysis provides the currently most constraining limits
on (σannv) at the level of a few×10−25 cm3s−1. H.E.S.S.,
MAGIC and VERITAS have also observed some galaxy
clusters, reporting detection of individual galaxies in the
cluster, but only upper limits on any CR and DM associated
emission [43, 44, 45, 46, 47, 48]. Even though IACT limits
are weaker than those obtained from the Fermi-LAT satellite
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simulations of structure formation [5, 6, 7], it is inferred that
the particles constituting the cosmological DM had to be mov-
ing non-relativistically at decoupling from thermal equilibrium
in the early universe (‘freeze-out’), in order to reproduce the ob-
served large-scale structure in the Universe and hence the term
“cold DM” (CDM). This observational evidence has led to the
establishment of a concordance cosmological model, dubbed
ΛCDM [8, 9, 10], although this paradigm is troubled by some
experimental controversies [11, 12, 13, 14, 15, 16].
One of the most popular scenarios for CDM is that of weakly

interacting massive particles (WIMPs), which includes a large
class of non-baryonic candidates with mass typically between
a few tens of GeV and few TeV and an annihilation cross-
section set by weak interactions [see, e.g., Refs. 17, 18]. Nat-
ural WIMP candidates are found in proposed extensions of the
SM, e.g. in Super-Symmetry (SUSY) [19, 20], but also Lit-
tle Higgs [21], Universal Extra Dimensions [22], and Tech-
nicolor models [23, 24], among others. Their present veloci-
ties are set by the gravitational potential in the Galactic halo at
about a thousandth of the speed of light. WIMPs which were
in thermal equilibrium in the early Universe would have a relic
abundance varying inversely as their velocity-weighted annihi-
lation cross-section (for pure s−wave annihilation): ΩCDMh2 =
3 × 10−27cm3s−1/ (σannv) [19]. Hence for a weak-scale cross-
section (σannv) = 3 × 10−26cm3s−1, they naturally have the
required relic density ΩCDMh2 = 0.113 ± 0.004, where h =
0.704 ± 0.014 is the Hubble parameter in units of 100 km s−1
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termed “indirect DM detection”. Gamma-rays are not deflected
by cosmic magnetic fields, and thus trace back to their origin.
Therefore, observation of a gamma-ray signal from cosmic
targets where DM is expected could prove conclusive about its
nature .

In the context of gamma-ray astronomy, the differential flux
of gamma-rays from within a solid angle ∆Ω around a given
astronomical target where DM is expected, can be written as:

dΦ(∆Ω, Eγ)
dEγ

= BF ·
1
4π

(σannv)
2m2χ

∑

i
BRi

dNi
γ

dEγ
︸!!!!!!!!!!!!!!!!!!!!!︷︷!!!!!!!!!!!!!!!!!!!!!︸

Particle Physics

· J̃(∆Ω)︸!︷︷!︸
Astrophysics

,

(1.1)
where (σannv) is the annihilation cross-section (times the rela-

tive velocity of the two WIMPs),
∑
i BRi dNi

γ/dEγ = dNγ/dEγ
is the photon flux per annihilation summed over all the possible
annihilation channels i with branching ratios BRi, and mχ is the
mass of the DM particle. The ‘astrophysical factor’ J̃ is the in-
tegral over the line of sight (los) of the squared DM density and
over the integration solid angle ∆Ω:

J̃ =
∫

∆Ω

dΩ
∫

los
ds ρ2(s,Ω). (1.2)

The remaining term BF in Eq. (1.1) is the so-called ‘boost fac-
tor’ which is a measure of our ignorance of intrinsic flux con-
tributions that are not accounted for directly in the formula.
There are various knownmechanisms for boosting the intrin-

sic flux, among which we mention the inclusion of subhalos,
and the existence of a ‘Sommerfeld enhancement’ of the cross-
section at low velocity regimes in models where the DM parti-
cles interact via a new long-range force. All numerical N−body
simulations of galactic halos have shown the presence of sub-
halos populating the host halo [see, e.g., Refs. 5, 26]. Such
density enhancements, if not spatially resolved, can contribute
substantially to the expected gamma-ray flux from a given ob-
ject. This effect is strongly dependent on the target: in dwarf
spheroidal galaxies (dSphs) for example the boost factor is only
of O(1) [27, 28], whereas in galaxy clusters the boost can be
spectacular, by up to a factor of several hundreds [29, 30, 31].
On the other hand, the Sommerfeld enhancement effect can
significantly boost the DM annihilation cross-section [32, 33].
This non-relativistic effect arises when two DM particles inter-
act in a long-range attractive potential, and results in a boost
in gamma-ray flux which increases with decreasing relative ve-
locity down to a saturation point which depends on the DM and
mediator particle mass. This effect can enhance the annihilation
cross-section by a few orders of magnitude [27, 28].
The current generation of IACTs is actively searching for

WIMP annihilation signals. dSphs are promising targets for
DM annihilation detection being among the most DM domi-
nated objects known and free from astrophysical background.
Constraints on WIMP annihilation signals from dSphs have
been reported towards Sagittarius, Canis Major, Sculptor and
Carina by H.E.S.S. [34, 35, 28], towards Draco, Willman 1 and
Segue 1 by MAGIC [36, 37, 38], towards Draco, Ursa Minor,
Boötes 1, Willman 1 and Segue 1 by VERITAS [39, 40],
and again towards Draco and Ursa Minor by Whipple [41].
Nevertheless, the present instruments do not have the required
sensitivity to reach the “thermal” value of the annihilation
cross-section (σannv) = 3× 10−26cm3s−1. A search for a WIMP
annihilation signal from the halo at angular distances between
0.3◦ and 1.0◦ from the Galactic Centre has also recently been
performed using 112 h of H.E.S.S. data [42]. For WIMP
masses well above the H.E.S.S. energy threshold of 100GeV,
this analysis provides the currently most constraining limits
on (σannv) at the level of a few×10−25 cm3s−1. H.E.S.S.,
MAGIC and VERITAS have also observed some galaxy
clusters, reporting detection of individual galaxies in the
cluster, but only upper limits on any CR and DM associated
emission [43, 44, 45, 46, 47, 48]. Even though IACT limits
are weaker than those obtained from the Fermi-LAT satellite
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Figure 1: DM profiles and the corresponding parameters to be plugged in the functional forms
of eq. (1). The dashed lines represent the smoothed functions adopted for some of the computations
in Sec. 4.1.3. Notice that we here provide 2 (3) decimal significant digits for the value of rs (⇥s):
this precision is su⇥cient for most computations, but more would be needed for specific cases, such
as to precisely reproduce the J factors (discussed in Sec.5) for small angular regions around the
Galactic Center.

Next, we need to determine the parameters rs (a typical scale radius) and �s (a typical
scale density) that enter in each of these forms. Instead of taking them from the individual
simulations, we fix them by imposing that the resulting profiles satisfy the findings of
astrophysical observations of the Milky Way. Namely, we require:

- The density of Dark Matter at the location of the Sun r� = 8.33 kpc (as determined
in [48]; see also [49] 3) to be �� = 0.3 GeV/cm3. This is the canonical value routinely
adopted in the literature (see e.g. [1, 2, 51]), with a typical associated error bar of
±0.1 GeV/cm3 and a possible spread up to 0.2 ⇧ 0.8 GeV/cm3 (sometimes refereed
to as ‘a factor of 2’). Recent computations have found a higher central value and
possibly a smaller associated error, still subject to debate [52, 53, 54, 55].

- The total Dark Matter mass contained in 60 kpc (i.e. a bit larger than the distance to
the Large Magellanic Cloud, 50 kpc) to be M60 ⌅ 4.7⇥ 1011M�. This number is based
on the recent kinematical surveys of stars in SDSS [56]. We adopt the upper edge of
their 95% C.L. interval to conservatively take into account that previous studies had
found somewhat larger values (see e.g. [57, 58]).

The parameters that we adopt and the profiles are thus given explicitly in fig. 1. Notice that
they do not di�er much (at most 20%) from the parameter often conventionally adopted in
the literature (see e.g. [2]), so that our results presented below can be quite safely adopted
for those cases.

of spherical symmetry, in absence of better determinations, seems to be still well justified. Moreover, it is
the current standard assumption in the literature and we therefore prefer to stick to it in order to allow
comparisons. In the future, the proper motion measurements of a huge number of galactic stars by the
planned GAIA space mission will most probably change the situation and give good constraints on the
shape of our Galaxy’s DM halo, e.g. [46], making it worth to reconsider the assumption. For what concerns
the impact of non-spherical halos on DM signals, charged particles signals are not expected to be a�ected,
as they are sensistive to the local galactic environment. For an early analysis of DM gamma rays al large
latitudes see [47].

3The commonly adopted value used to be 8.5 kpc on the basis of [50].
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Figure 1: Various gamma-ray spectra expected from DM annihilation, all normalized to N(x > 0.1) =
1. Spectra from secondary particles (gray band) are hardly distinguishable. Pronounced peaks near the
kinematical endpoint can have different origins, but detectors with very good energy resolutions ∆E/E may
be needed to discriminate amongst them in the (typical) situation of limited statistics. See text for more
details about these spectra.

2.1. Lines
The direct annihilation of DM pairs into γX – where X = γ, Z,H or some new neu-

tral state – leads to monochromatic gamma rays with Eγ = mχ
[

1 − m2X/4m
2
χ

]

, providing
a striking signature which is essentially impossible to mimic by astrophysical contri-
butions [51]. Unfortunately, these processes are loop-suppressed with O(α2em) and thus
usually subdominant, i.e. not actually visible against the continuous (both astrophysical
and DM induced) background when taking into account realistic detector resolutions;
however, examples of particularly strong line signals exist [32, 33, 52–56]. A space-
based detector with resolution ∆E/E = 0.1 (0.01) could, e.g., start to discriminate be-
tween γγ and γZ lines for DM masses of roughly mχ ! 150GeV (mχ ! 400GeV) if at
least one of the lines has a statistical significance of" 5σ [57]. This would, in principle,
open the fascinating possibility of doing ‘DM spectroscopy’ (see also Section 5).

2.2. Internal bremsstrahlung (IB)
Whenever DM annihilates into charged particles, additional final state photons ap-

pear at O(αem) that generically dominate the spectrum at high energies. One may dis-
tinguish between final state radiation (FSR) and virtual internal bremsstrahlung (VIB)
in a gauge-invariant way [58], where the latter can very loosely be associated to pho-
tons radiated from charged virtual particles. FSR is dominated by collinear photons,
thus most pronounced for light final state particles, mf ≪ mχ, and produces a model-
independent spectrum with a sharp cut-off at Eγ = mχ [59, 60]; a typical example for a
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FIG. 7: Intensity maps (in galactic coordinates) after subtracting the point source model and best-fit Galactic di�use model,
Fermi bubbles, and isotropic templates. Template coe⇥cients are obtained from the fit including these three templates and
a � = 1.3 DM-like template. Masked pixels are indicated in black. All maps have been smoothed to a common PSF of 2
degrees for display, before masking (the corresponding masks have not been smoothed; they reflect the actual masks used in
the analysis). At energies between �0.5-10 GeV (i.e. in the first three frames), the dark-matter-like emission is clearly visible
around the Galactic Center.

V. THE GALACTIC CENTER

In this section, we describe our analysis of the Fermi
data from the region of the Galactic Center, defined as
|b| < 5�, |l| < 5�. We make use of the same Pass 7 data
set, with Q2 cuts on CTBCORE, as described in the pre-
vious section. We performed a binned likelihood analysis
to this data set using the Fermi tool gtlike, dividing
the region into 200⇥200 spatial bins (each 0.05�⇥0.05�),
and 12 logarithmically-spaced energy bins between 0.316-

10.0 GeV. Included in the fit is a model for the Galac-
tic di�use emission, supplemented by a model spatially
tracing the observed 20 cm emission [45], a model for
the isotropic gamma-ray background, and all gamma-ray
sources listed in the 2FGL catalog [46], as well as the
two additional point sources described in Ref. [47]. We
allow the flux and spectral shape of all high-significance
(
⇤
TS > 25) 2FGL sources located within 7� of the

Galactic Center to vary. For somewhat more distant or
lower significance sources (� = 7� � 8� and

⇤
TS > 25,

28

To test the robustness of the bubbles template derivation and the e↵ect on the GC excess flux we

also show the results for choosing di↵erent basis of smooth functions `max = 9, 14, 19 (Section 5.1.1);

di↵erent indices for the hard component nhard = �1.8, �2.0, di↵erent indices for the soft component

nsoft = �2.3, �2.5 (Section 5.1.2); and di↵erent significance threshold in the derivation of the bubbles

template �cut = 1.8, 2.2. The largest e↵ect comes from the change in the soft components index

nsoft = �2.3. The reason is that with harder spectrum of the soft component a part of the bubbles

template is now attributed to the soft component. As a result, the bubbles template has a smaller

area and it has a less significant influence on the GC excess flux.

In Figure 10 we show the residuals plus the GC excess modeled by the gNFW template with index

� = 1.25. We also show residuals in the model with all-sky bubbles without including a template

for the GC excess. The excess remains in the presence of the all-sky bubbles template, but it is

reduced compared to the residuals in Figure 3. We note that Ajello et al. (2016) modeled the Fermi

bubbles as an isotropic emission component within a 15� ⇥ 15� region around the GC, which led to

a limited e↵ect on the GC excess. This di↵ers from our analysis, in which the Fermi bubbles have

non-uniform intensity, and become increasingly brighter near the Galactic plane, as derived from the

SCA analysis. In conclusion, we find that the Fermi bubbles can significantly reduce the GC excess

or even explain it completely above 10 GeV.
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Figure 9. Components of gamma-ray emission and the GC excess spectrum in the presence of high and

low-latitude Fermi bubbles. Left: spectra of components; the templates are the same as in the Sample

Model, except for the Fermi bubbles templates, which are shown in Figure 8. Right: comparison of the GC

excess spectrum in the presence of the high and low-latitude bubbles templates with the Sample Model for

di↵erent parameters in the determination of the bubbles template. The main e↵ect comes from the variation

of the index of the soft component nsoft = �2.3, all of the other alternative cases overlap and are hard to

distinguish on the plot (see text for the definition of parameters `max, nhard, nsoft, and �cut).

5.2. Galactic Center Excess Template Derivation
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FIG. 7: Intensity maps (in galactic coordinates) after subtracting the point source model and best-fit Galactic di�use model,
Fermi bubbles, and isotropic templates. Template coe⇥cients are obtained from the fit including these three templates and
a � = 1.3 DM-like template. Masked pixels are indicated in black. All maps have been smoothed to a common PSF of 2
degrees for display, before masking (the corresponding masks have not been smoothed; they reflect the actual masks used in
the analysis). At energies between �0.5-10 GeV (i.e. in the first three frames), the dark-matter-like emission is clearly visible
around the Galactic Center.

V. THE GALACTIC CENTER

In this section, we describe our analysis of the Fermi
data from the region of the Galactic Center, defined as
|b| < 5�, |l| < 5�. We make use of the same Pass 7 data
set, with Q2 cuts on CTBCORE, as described in the pre-
vious section. We performed a binned likelihood analysis
to this data set using the Fermi tool gtlike, dividing
the region into 200⇥200 spatial bins (each 0.05�⇥0.05�),
and 12 logarithmically-spaced energy bins between 0.316-

10.0 GeV. Included in the fit is a model for the Galac-
tic di�use emission, supplemented by a model spatially
tracing the observed 20 cm emission [45], a model for
the isotropic gamma-ray background, and all gamma-ray
sources listed in the 2FGL catalog [46], as well as the
two additional point sources described in Ref. [47]. We
allow the flux and spectral shape of all high-significance
(
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TS > 25) 2FGL sources located within 7� of the

Galactic Center to vary. For somewhat more distant or
lower significance sources (� = 7� � 8� and
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10. CONCLUSIONS

We have characterized the so-called “Fermi GC GeV excess” using 6.5 years of Pass 8 Fermi

LAT data. We investigated the uncertainties in the spectrum and morphology of the excess due to

the analysis procedure and the modeling of other components of emission near the GC, including

interstellar emission and resolved point sources. Specifically, we have:

• examined di↵erent choices for the event selection and analysis region (Section 3.1);

• varied assumptions on CR production and propagation in the Galaxy (Section 4.1) and allowed

more degrees of freedom in the fit of IC emission (Section 4.2);

• considered alternative distributions of interstellar gas along the LOS to the GC (Section 4.3);

• included sources of CR near the GC (Section 4.4);

• derived a model for the Fermi bubbles extending to low latitudes (Section 5);

• tested di↵erent lists of PS near the GC based on di↵erent background models and analyses

(Section 6).

Some of these tests had already been discussed in the literature, and we repeat them here with

di↵erent parameter choices and a di↵erent dataset for completeness. Several tests are presented in

this work for the first time. In particular, we exploit a decomposition of the gas along the line of

sight based on SL extinction, we self-consistently determine PS lists from our analysis with Pass 8
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Figure 6. Upper limits on the DM annihilation cross section using the previous Ring method (green)
and our morphological analysis (red), assuming 100 hr of observation of the GC. The thick solid
green and red lines are our baseline estimates of the limits attainable using the two analysis meth-
ods, assuming di↵erential acceptance uncertainties of 1% and including GDE. The red dashed and
dot-dashed lines show the limits produced in the morphological analysis assuming 3% and 0.3% sys-
tematics, respectively. Also shown are current limits on the DM annihilation cross section (thin solid
lines; Fermi -LAT dwarf analysis in blue [29], HESS GC observations in pink [34]), as well as various
projected CTA limits (thin dotted lines; Doro et al. 2013 in black [36], Wood et al. 2013 in cyan
[37], and Pierre et al. 2014 in dark blue [38]). For the sake of comparison, the CTA projections are
rescaled to 100 hr observation time and our adopted Einasto profile.

reasonable range has a significant impact on the actual projected constraints.7

6.4 Projected cross-section limits

We now present our results in terms of limits on DM annihilation, in the common h�vi-vs-
mass plane, assuming DM annihilation into di↵erent final states with a branching ratio of
100%. First we provide some context by summarising the most relevant previous work.

In Fig. 6, we show existing experimental limits from the Fermi -LAT satellite [29] and
the HESS telescope [34], on DM annihilation into bb̄. In this figure, all limits from the
GC are rescaled to our baseline Einasto DM profile. Projected limits correspond to 100 hr
observation time for CTA. The Fermi -LAT limits reach the thermal cross section for DM

7Although we introduced the morphological analysis method primarily to improve limits in the presence
of the GDE, we also compared its performance to that of the Ring method in the case of no GDE and 0%
systematics. In this case the morphological analysis produces limits that are marginally better than those of
the Ring method. This is expected, as the smaller RoIs still provide an additional constraint on the spatial
distribution of the signal.
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Most of the older works: 
➡ use ON/OFF type analysis (assumes signal is ‘point like’ and backgrounds uniform), 

though indications that template analysis is promising 
➡ do not assume any IE, only CR backgrounds 
➡ When using IE models, outdated ones 
 
Lets take a closer  look: 
➡ What is the realistic DM sensitivity, given state-of-the-art models of IE, Instrumental 

Response Functions (IRFs) and CTA’s observational strategy? 

4. Dark Matter Programme 4.2 Strategy

the caption. Figure 4.7 shows the CTA sensitivity for various dark matter halo profiles satisfying stellar
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Figure 4.6 – Left: CTA sensitivity for h�vi from observation of the Galactic halo for different annihilation modes
as indicated. Right: CTA sensitivity for bb̄ annihilation modes for different conditions, black is for 100 hours of
observation and red is for 500 hours. The solid lines are the sensitivities only taking into account the statistical
errors while the dashed and dotted curves take into account systematics as indicated. The dashed horizontal
lines approximate the level of the thermal cross-section of 3⇥ 10�26cm3s�1.

dynamics. Even in the case of a pessimistic dark matter distribution at the Galactic Centre , e.g. a
Burkert profile, the sensitivity of CTA is comparable to what is expected for a classical dwarf galaxy (see
Figure 4.10). Figure 4.8 compares the CTA Galactic halo sensitivity limit predictions with the pMSSM
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Figure 4.7 – CTA sensitivity for h�vi on the Galactic halo for cupsy (NFW, Einasto) and cored (Burkert)
dark matter halo profiles. The sensitivities are plotted for 500 h observation, the bb̄ annihilation channel,
and for statistical errors only. The dashed horizontal lines indicate the level of the thermal cross-section of
3⇥ 10�26cm3s�1.

model scan of Ref. [54]. Each panel shows the branching fraction of the primary annihilation channels
for a given model. Similar studies can be found in Ref. [86, 105]. It can be seen that for models with
M� > 500 GeV CTA will be the only experiment able to probe the vast majority of models.

Similar studies have been carried out in the recent literature on the CTA sensitivity prospects towards
the Galactic Centre [106, 107, 104]. A careful examination of these works reveals differences in the dark

Cherenkov Telescope Array
Science with CTA
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Figure 5: Left/Middle: Schematic visualisation of CTA’s Galactic centre and extended
Galactic centre surveys. The nine pointing positions of the GC survey mode are marked
with a black cross [Torsten: The cross needs to be larger to be visible as cross!]
and the respective FOV is shaded in red with a circle of 3�; the observation time for each
position will be 2.1⇥105 s. The 15 pointing positions belonging to the extended survey north
of the Galactic plane are likewise marked with black crosses [Torsten: Can we color the
crosses in red and blue, respectively? This would add clarity], with the circular
FOVs of 3� shaded in blue; the observation time for each position will be 7.2 ⇥ 104 s in this
case. (Note that the ROI has been split into two separate figures where the left panel mainly
shows the GC survey while the middle panel displays the high-latitude part of the extended
survey.) We also indicate our benchmark choices for binning and masking schemes that we
apply in the morphology analysis [Torsten: This is not very clear yet, let’s discuss
briefly how this could be improved]. Right: Schematic visualisation of the chosen ON
and OFF regions in the context of CTA’s Galactic centre survey.

time of the extended survey amounts to tobs = 300 h (adding to the combined 525 h of
the GC survey). [Torsten: concerning this point and the latter, it’s not clear
which of the strategies is already o�cially adopted. And, if both, why we
focus on one.]

(iv) [Torsten: I think it would be clearer if we briefly describe here the ON/OFF
strategy as well, i.e. the right panel of the figure. ]

For the simulation of the Galactic centre survey we utilise Instrumental Response Func-
tions (IRFs) of CTA’s southern site’s final array layout which are optimised to observations
with zenith angles below 20�. [Torsten: Shouldn’t this information be part of the
bullet point? And what is used for the others + do we need a ref for such
statements?]

[Gabi: Shall we add here a Figure of templates of counts of astrophysical
components (now that we defined the observation strategy), or if we want the
flux (counts simpler and more direct). in the 100-500 GeV bin. Try to use teh
same counts scale, so that the relative intensity of the components is apparent
(if possible). Three plots: GDE, FB + PS, DM; ]4
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Abdalla+2018 HESS Collab.

Abdalla+2018 HESS Collab.

• Extended survey: 
• 300h

• GC  survey: 
• 525h

• Data: galactic centre and extended surveys 

• Analysis - template fitting 
• PRO 

• One can distinguish among different emission 
components (traditionally only CR  background, 
but  with CTA more!) 

• CONs  
• Works only if emission models reliable 

• Is CR background really isotropic? 
• Do we really know the shape of IE?
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Galactic centre surveys. The nine pointing positions of the GC survey mode are marked
with a black cross [Torsten: The cross needs to be larger to be visible as cross!]
and the respective FOV is shaded in red with a circle of 3�; the observation time for each
position will be 2.1⇥105 s. The 15 pointing positions belonging to the extended survey north
of the Galactic plane are likewise marked with black crosses [Torsten: Can we color the
crosses in red and blue, respectively? This would add clarity], with the circular
FOVs of 3� shaded in blue; the observation time for each position will be 7.2 ⇥ 104 s in this
case. (Note that the ROI has been split into two separate figures where the left panel mainly
shows the GC survey while the middle panel displays the high-latitude part of the extended
survey.) We also indicate our benchmark choices for binning and masking schemes that we
apply in the morphology analysis [Torsten: This is not very clear yet, let’s discuss
briefly how this could be improved]. Right: Schematic visualisation of the chosen ON
and OFF regions in the context of CTA’s Galactic centre survey.

time of the extended survey amounts to tobs = 300 h (adding to the combined 525 h of
the GC survey). [Torsten: concerning this point and the latter, it’s not clear
which of the strategies is already o�cially adopted. And, if both, why we
focus on one.]

(iv) [Torsten: I think it would be clearer if we briefly describe here the ON/OFF
strategy as well, i.e. the right panel of the figure. ]

For the simulation of the Galactic centre survey we utilise Instrumental Response Func-
tions (IRFs) of CTA’s southern site’s final array layout which are optimised to observations
with zenith angles below 20�. [Torsten: Shouldn’t this information be part of the
bullet point? And what is used for the others + do we need a ref for such
statements?]

[Gabi: Shall we add here a Figure of templates of counts of astrophysical
components (now that we defined the observation strategy), or if we want the
flux (counts simpler and more direct). in the 100-500 GeV bin. Try to use teh
same counts scale, so that the relative intensity of the components is apparent
(if possible). Three plots: GDE, FB + PS, DM; ]4
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Abdalla+2018 HESS Collab.

• Extended survey: 
• 300h

• GC  survey: 
• 525h

• Data: galactic centre and extended surveys 

• Analysis - template fitting 
• PRO 

• One can distinguish among different emission 
components (traditionally only CR  background, 
but  with CTA more!) 

• CONs  
• Works only if emission models reliable 

• Is CR background really isotropic? 
• Do we really know the shape of IE?

to Eq. 4.2. As this test statistic is distributed according to a �2
�distribution with one degree

of freedom, we can set an upper limit on ADM at 95% C.L. when the test statistic reaches a
value of 2.71.

4.1.3 Treatment of Systematics

We incorporate background systematic uncertainties in a fairly general manner by allowing
for arbitrary correlations among the pixels of our background templates. These correlations
are expressed by means of a covariance matrix Kkl that may encompass

(i) spatial bin – spatial bin correlations,

(ii) energy bin – energy bin correlations and/or

(iii) spatial bin – energy bin correlations.

To implement the proposed covariance matrix description of systematics in Eq. 4.2, we change
the construction of the model data in Eq. 4.4 in the following way: Instead of varying
the background templates by normalisation parameters AX

i per energy bin to account for
background fluctuations, we set these normalisation parameters to unity but in return we
explicitely introduce background perturbations�B – to be understood as Gaussian variations
– for each individual template pixel k

(µK)k = µCR

k + µGDE

k +�Bk + ADMµDM

k . (4.6)

The mock data set n, however, is not altered within this approach and it is constructed as
described in Sec. 4.1.2. Let N denote the total number of a template’s pixels, i.e. the product
of the number of spatial pixels per energy bin and the number of energy bins. We are hence
introducing N nuisance parameters in our analysis which we have to profile over whereas the
remaining log-likelihood function is merely depending on the signal parameters:

� 2 lnL(µK |n) = min
�B

8
<

:

NX

k=1


nk ln (µK)k � (µK)k

�
�

1

2

NX

k,l=1


�Bk

�
K�1

�
kl
�Bl

�9=

; . (4.7)

In general, upper limits on the DM annihilation cross-section are derived according to Eq. 4.5
mutatis mutandis. The required numerics are performed by the python package Swordfish
[72, 73] which is described in greater detail in Sec. 4.2.2.

Within this framework, we construct covariance matrices that correspond to correlations
of type (i) and (ii) from the aforementioned list which we implement as spatial correlation
length `S or energy correlation length `E, respectively.
Spatial correlations are parametrised as follows:

KS =
NSX

k,l=1

�2

S exp

 
�
1

2

k~rk � ~rlk
2

`2
S

!
, (4.8)

where NS refers to the number of spatial bins in our square ROI, �S denotes the magnitude of
the spatial systematic uncertainty and ~rk,l are the positions of the centres of the k�th/l�th
spatial template bins in degrees of Galactic longitude and latitude. We use the Euclidean
norm to measure the distance between two such spatial bins. In general, �S and the spatial
correlation length `S may depend on the position in the template. For simplicity, we only
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[Swordfish (Edwards&Weniger, 2017)]

Standard Poisson Likelihood 

Systematic uncertainty

CTA @ GC
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Emission at the GC
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• Focus on the GC survey: 
• CR backgrounds 
• Interstellar Emission (IE)  

• Fermi LAT inspired models
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• Focus on the GC survey: 
• CR backgrounds 
• Interstellar Emission (IE)  

• Fermi LAT inspired models 
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DM signal 
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Figure 2: Summary of J�factor profiles considered in this study. Left panel: Di↵erential
J-factor for an observation pointing an angle ✓ away from the GC (translating to a physical
o↵set distance r = r� tan ✓). Right panel: J-factor for annuli of width 0.5�, centred on the
stated angular distance to the GC.

these two profiles, we will further comment on the impact of instead choosing the also often
considered NFW and Burkert [44] profiles in Appendix ??. We use the public code CLUMPY

[45–47] to generate J�factor sky maps of the central region of the MW. In Fig. 2 we show
the resulting radial and angular profile for our benchmark profiles, both in terms of the
di↵erential J-factor and the integrated J-factor for annuli around the GC with a width of
0.5� (corresponding to the resolution of the morphological analysis that we will adopt). We
performed an independent cross-check of these J�factors by instead calculating them with
DarkSUSY [48], finding a relative error of less than 1% for annuli centred at ✓ & 1�. At
even smaller scales the di↵erence can be larger, pointing to an underlying uncertainty due to
numerical precision in either of the codes of up to O(10%).

3.2.2 Spectral distribution

The dominant source of prompt gamma-ray emission from DM, as described in Eq. (3.1), is
expected to stem from the tree-level annihilation of WIMP(-like) particles into pairs of lep-
tons, quarks, Higgs or weak gauge bosons. The primary annihilation products for the latter
three channels then hadronize and decay, producing secondary photons mainly through the
eventual decay of neutral pions.The resulting photon spectra dNf

� /dE� for a given annihi-
lation channel f can then be obtained from event generators like Pythia [49] or Herwig [50].
Owing to the large multiplicity of pions produced in the event chains, these secondary spectra
are typically of a rather universal form, lacking pronounced features apart from a relatively
soft cuto↵ at the kinematical limit E� = m� (see, e.g., [8]). For leptonic final states on the
other hand the production of pions is suppressed (for ⌧+⌧�) or kinematically impossible (for
light leptons), implying a harder gamma-ray spectrum (from final state radiation in lepton
decays) with a sharper cuto↵ at E� = m�.

Whereas the spectrum from a given two-body annihilation channel is in principle uniquely
defined – with intrinsic uncertainties still deriving from how di↵erent event generators im-
plement the hadronization and decay chains (e.g. [51]) – an inevitable dependence on the
underlying DM model enters from taking into account radiative corrections leading to three-
(or more) body final states (for a detailed discussion, see Ref. [52]). In particular, it is
well known that an additional photon in the final state can both significantly enhance the
annihilation rate and lead to very characteristic spectral features [53–55], while final state
gluons only slightly change the photon spectrum expected from quark final states [56]. The

– 9 –

• Harder spectrum, increased CTA 
sensitivity 

• Note: ‘standard/vanilla’ DM 
models, no perturbative signals 

• Models consistent with the ‘DM 
conventions’ document
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Spectrum: Different DM annihilation channels

Einasto  - standard

‘cored’ - pessimistic!

𝛕𝛕bb
WW

�4 �2 0 2 4
�4

�3

�2

�1

0

1

2

3

4

G
al

ac
ti

c
L
at

it
ud

e
[�

]

(a) Cosmic rays

�4 �2 0 2 4
�4

�3

�2

�1

0

1

2

3

4
(b) DM (Einasto)

�4 �2 0 2 4
Galactic Longitude [�]

�4

�3

�2

�1

0

1

2

3

4

G
al

ac
ti

c
L
at

it
ud

e
[�

]

(c) DM (cored Einasto, rc = 0.5 kpc)

�4 �2 0 2 4
Galactic Longitude [�]

�4

�3

�2

�1

0

1

2

3

4
(d) DM (cored Einasto, rc = 1.0 kpc)

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

ph
ot

on
co

un
ts

lo
g
N

1 5 10 50 100 500 1000
0.1

1

10

100

1000

Eγ [GeV]

E γ
2
dN

/d
E γ

[G
eV

]

mDM = 2TeV

bb prompt

τ+τ- prompt

W+W- prompt w/ simpl. EW corr.

W+W- prompt w/o simpl. EW corr.

PPPC

DarkSUSY

�4 �2 0 2 4
�4

�3

�2

�1

0

1

2

3

4
G

al
ac

ti
c

L
at

it
ud

e
[�

]
(a) Cosmic rays

�4 �2 0 2 4
�4

�3

�2

�1

0

1

2

3

4
(b) DM (Einasto)

�4 �2 0 2 4
Galactic Longitude [�]

�4

�3

�2

�1

0

1

2

3

4

G
al

ac
ti

c
L
at

it
ud

e
[�

]

(c) DM (cored Einasto, rc = 0.5 kpc)

�4 �2 0 2 4
Galactic Longitude [�]

�4

�3

�2

�1

0

1

2

3

4
(d) DM (cored Einasto, rc = 1.0 kpc)

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

ph
ot

on
co

un
ts

lo
g
N

cored

Iocco & Salucci’s talks!



30

Generic setup 
• Template fitting (3D analysis) 

to Eq. 4.2. As this test statistic is distributed according to a �2
�distribution with one degree

of freedom, we can set an upper limit on ADM at 95% C.L. when the test statistic reaches a
value of 2.71.

4.1.3 Treatment of Systematics

We incorporate background systematic uncertainties in a fairly general manner by allowing
for arbitrary correlations among the pixels of our background templates. These correlations
are expressed by means of a covariance matrix Kkl that may encompass

(i) spatial bin – spatial bin correlations,

(ii) energy bin – energy bin correlations and/or

(iii) spatial bin – energy bin correlations.

To implement the proposed covariance matrix description of systematics in Eq. 4.2, we change
the construction of the model data in Eq. 4.4 in the following way: Instead of varying
the background templates by normalisation parameters AX

i per energy bin to account for
background fluctuations, we set these normalisation parameters to unity but in return we
explicitely introduce background perturbations�B – to be understood as Gaussian variations
– for each individual template pixel k

(µK)k = µCR

k + µGDE

k +�Bk + ADMµDM

k . (4.6)

The mock data set n, however, is not altered within this approach and it is constructed as
described in Sec. 4.1.2. Let N denote the total number of a template’s pixels, i.e. the product
of the number of spatial pixels per energy bin and the number of energy bins. We are hence
introducing N nuisance parameters in our analysis which we have to profile over whereas the
remaining log-likelihood function is merely depending on the signal parameters:

� 2 lnL(µK |n) = min
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In general, upper limits on the DM annihilation cross-section are derived according to Eq. 4.5
mutatis mutandis. The required numerics are performed by the python package Swordfish
[72, 73] which is described in greater detail in Sec. 4.2.2.

Within this framework, we construct covariance matrices that correspond to correlations
of type (i) and (ii) from the aforementioned list which we implement as spatial correlation
length `S or energy correlation length `E, respectively.
Spatial correlations are parametrised as follows:

KS =
NSX

k,l=1

�2

S exp
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2

`2
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!
, (4.8)

where NS refers to the number of spatial bins in our square ROI, �S denotes the magnitude of
the spatial systematic uncertainty and ~rk,l are the positions of the centres of the k�th/l�th
spatial template bins in degrees of Galactic longitude and latitude. We use the Euclidean
norm to measure the distance between two such spatial bins. In general, �S and the spatial
correlation length `S may depend on the position in the template. For simplicity, we only
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- CR + IE templates (FB and PS 
added in some cases) 
- Binning 0.1 deg 
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• Focus on the GC survey: 
• CR backgrounds from prod3b, 

simulated with CTOOLs 
• Galactic Diffuse Emission (GDE), 
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to Eq. 4.2. As this test statistic is distributed according to a �2
�distribution with one degree

of freedom, we can set an upper limit on ADM at 95% C.L. when the test statistic reaches a
value of 2.71.

4.1.3 Treatment of Systematics

We incorporate background systematic uncertainties in a fairly general manner by allowing
for arbitrary correlations among the pixels of our background templates. These correlations
are expressed by means of a covariance matrix Kkl that may encompass

(i) spatial bin – spatial bin correlations,

(ii) energy bin – energy bin correlations and/or

(iii) spatial bin – energy bin correlations.

To implement the proposed covariance matrix description of systematics in Eq. 4.2, we change
the construction of the model data in Eq. 4.4 in the following way: Instead of varying
the background templates by normalisation parameters AX

i per energy bin to account for
background fluctuations, we set these normalisation parameters to unity but in return we
explicitely introduce background perturbations�B – to be understood as Gaussian variations
– for each individual template pixel k

(µK)k = µCR

k + µGDE

k +�Bk + ADMµDM

k . (4.6)

The mock data set n, however, is not altered within this approach and it is constructed as
described in Sec. 4.1.2. Let N denote the total number of a template’s pixels, i.e. the product
of the number of spatial pixels per energy bin and the number of energy bins. We are hence
introducing N nuisance parameters in our analysis which we have to profile over whereas the
remaining log-likelihood function is merely depending on the signal parameters:

� 2 lnL(µK |n) = min
�B

8
<

:
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In general, upper limits on the DM annihilation cross-section are derived according to Eq. 4.5
mutatis mutandis. The required numerics are performed by the python package Swordfish
[72, 73] which is described in greater detail in Sec. 4.2.2.

Within this framework, we construct covariance matrices that correspond to correlations
of type (i) and (ii) from the aforementioned list which we implement as spatial correlation
length `S or energy correlation length `E, respectively.
Spatial correlations are parametrised as follows:

KS =
NSX

k,l=1

�2

S exp
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, (4.8)

where NS refers to the number of spatial bins in our square ROI, �S denotes the magnitude of
the spatial systematic uncertainty and ~rk,l are the positions of the centres of the k�th/l�th
spatial template bins in degrees of Galactic longitude and latitude. We use the Euclidean
norm to measure the distance between two such spatial bins. In general, �S and the spatial
correlation length `S may depend on the position in the template. For simplicity, we only
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to Eq. 4.2. As this test statistic is distributed according to a �2
�distribution with one degree

of freedom, we can set an upper limit on ADM at 95% C.L. when the test statistic reaches a
value of 2.71.

4.1.3 Treatment of Systematics

We incorporate background systematic uncertainties in a fairly general manner by allowing
for arbitrary correlations among the pixels of our background templates. These correlations
are expressed by means of a covariance matrix Kkl that may encompass

(i) spatial bin – spatial bin correlations,

(ii) energy bin – energy bin correlations and/or

(iii) spatial bin – energy bin correlations.

To implement the proposed covariance matrix description of systematics in Eq. 4.2, we change
the construction of the model data in Eq. 4.4 in the following way: Instead of varying
the background templates by normalisation parameters AX

i per energy bin to account for
background fluctuations, we set these normalisation parameters to unity but in return we
explicitely introduce background perturbations�B – to be understood as Gaussian variations
– for each individual template pixel k

(µK)k = µCR

k + µGDE

k +�Bk + ADMµDM

k . (4.6)

The mock data set n, however, is not altered within this approach and it is constructed as
described in Sec. 4.1.2. Let N denote the total number of a template’s pixels, i.e. the product
of the number of spatial pixels per energy bin and the number of energy bins. We are hence
introducing N nuisance parameters in our analysis which we have to profile over whereas the
remaining log-likelihood function is merely depending on the signal parameters:

� 2 lnL(µK |n) = min
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In general, upper limits on the DM annihilation cross-section are derived according to Eq. 4.5
mutatis mutandis. The required numerics are performed by the python package Swordfish
[72, 73] which is described in greater detail in Sec. 4.2.2.

Within this framework, we construct covariance matrices that correspond to correlations
of type (i) and (ii) from the aforementioned list which we implement as spatial correlation
length `S or energy correlation length `E, respectively.
Spatial correlations are parametrised as follows:

KS =
NSX

k,l=1

�2

S exp
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k~rk � ~rlk
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, (4.8)

where NS refers to the number of spatial bins in our square ROI, �S denotes the magnitude of
the spatial systematic uncertainty and ~rk,l are the positions of the centres of the k�th/l�th
spatial template bins in degrees of Galactic longitude and latitude. We use the Euclidean
norm to measure the distance between two such spatial bins. In general, �S and the spatial
correlation length `S may depend on the position in the template. For simplicity, we only
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to Eq. 4.2. As this test statistic is distributed according to a �2
�distribution with one degree

of freedom, we can set an upper limit on ADM at 95% C.L. when the test statistic reaches a
value of 2.71.

4.1.3 Treatment of Systematics

We incorporate background systematic uncertainties in a fairly general manner by allowing
for arbitrary correlations among the pixels of our background templates. These correlations
are expressed by means of a covariance matrix Kkl that may encompass

(i) spatial bin – spatial bin correlations,

(ii) energy bin – energy bin correlations and/or

(iii) spatial bin – energy bin correlations.

To implement the proposed covariance matrix description of systematics in Eq. 4.2, we change
the construction of the model data in Eq. 4.4 in the following way: Instead of varying
the background templates by normalisation parameters AX

i per energy bin to account for
background fluctuations, we set these normalisation parameters to unity but in return we
explicitely introduce background perturbations�B – to be understood as Gaussian variations
– for each individual template pixel k

(µK)k = µCR

k + µGDE

k +�Bk + ADMµDM

k . (4.6)

The mock data set n, however, is not altered within this approach and it is constructed as
described in Sec. 4.1.2. Let N denote the total number of a template’s pixels, i.e. the product
of the number of spatial pixels per energy bin and the number of energy bins. We are hence
introducing N nuisance parameters in our analysis which we have to profile over whereas the
remaining log-likelihood function is merely depending on the signal parameters:

� 2 lnL(µK |n) = min
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In general, upper limits on the DM annihilation cross-section are derived according to Eq. 4.5
mutatis mutandis. The required numerics are performed by the python package Swordfish
[72, 73] which is described in greater detail in Sec. 4.2.2.

Within this framework, we construct covariance matrices that correspond to correlations
of type (i) and (ii) from the aforementioned list which we implement as spatial correlation
length `S or energy correlation length `E, respectively.
Spatial correlations are parametrised as follows:

KS =
NSX

k,l=1
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where NS refers to the number of spatial bins in our square ROI, �S denotes the magnitude of
the spatial systematic uncertainty and ~rk,l are the positions of the centres of the k�th/l�th
spatial template bins in degrees of Galactic longitude and latitude. We use the Euclidean
norm to measure the distance between two such spatial bins. In general, �S and the spatial
correlation length `S may depend on the position in the template. For simplicity, we only
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Models: 
- CR+IE (+DM)

~1% (CTA requirements) ?
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• Impact of different systematics correlation lengths on the DM 
sensitivity: 
➡Limited unless background fluctuate at 0.5 deg scale (~DM signal ) 
➡Note - very important to include this term, significant impact!
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0.1o Our benchmark: 
1% instrumental systematics  
w 0.1deg correlations

• Impact of different systematics correlation lengths on the DM 
sensitivity: 
➡Limited unless background fluctuate at 0.5 deg scale (~DM signal ) 
➡Note - very important to include this term, significant impact!
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Flux sensitivity 
Having all ingredients, it is straightforward to explore the flux sensitivity to different templates

Point source

IE

DM

Official CTA PS sensitivity

• shows that CTA should be sensitive to the large scale Interstellar emission (huge discovery 
on its own) !

Preliminary 

IE models
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Results 
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• Sensitivity to various DM annihilation channels  
• systematics worsens the sensitivity by a factor of ~2
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Results 

• Thermal x-section is within the 
reach of CTA 

• Holds after realistic astro 
backgrounds and instrumental 
systematics accounted for 

• What could ‘go wrong’…

• Sensitivity to various DM annihilation channels  
• systematics worsens the sensitivity by a factor of ~2
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Figure 5: Left/Middle: Schematic visualisation of CTA’s Galactic centre and extended
Galactic centre surveys. The nine pointing positions of the GC survey mode are marked
with a black cross [Torsten: The cross needs to be larger to be visible as cross!]
and the respective FOV is shaded in red with a circle of 3�; the observation time for each
position will be 2.1⇥105 s. The 15 pointing positions belonging to the extended survey north
of the Galactic plane are likewise marked with black crosses [Torsten: Can we color the
crosses in red and blue, respectively? This would add clarity], with the circular
FOVs of 3� shaded in blue; the observation time for each position will be 7.2 ⇥ 104 s in this
case. (Note that the ROI has been split into two separate figures where the left panel mainly
shows the GC survey while the middle panel displays the high-latitude part of the extended
survey.) We also indicate our benchmark choices for binning and masking schemes that we
apply in the morphology analysis [Torsten: This is not very clear yet, let’s discuss
briefly how this could be improved]. Right: Schematic visualisation of the chosen ON
and OFF regions in the context of CTA’s Galactic centre survey.

time of the extended survey amounts to tobs = 300 h (adding to the combined 525 h of
the GC survey). [Torsten: concerning this point and the latter, it’s not clear
which of the strategies is already o�cially adopted. And, if both, why we
focus on one.]

(iv) [Torsten: I think it would be clearer if we briefly describe here the ON/OFF
strategy as well, i.e. the right panel of the figure. ]

For the simulation of the Galactic centre survey we utilise Instrumental Response Func-
tions (IRFs) of CTA’s southern site’s final array layout which are optimised to observations
with zenith angles below 20�. [Torsten: Shouldn’t this information be part of the
bullet point? And what is used for the others + do we need a ref for such
statements?]

[Gabi: Shall we add here a Figure of templates of counts of astrophysical
components (now that we defined the observation strategy), or if we want the
flux (counts simpler and more direct). in the 100-500 GeV bin. Try to use teh
same counts scale, so that the relative intensity of the components is apparent
(if possible). Three plots: GDE, FB + PS, DM; ]4

– 13 –

• Different DM density profiles: 
• Consider 𝛄=0 (worse case 

scenario) 
• Extended observation survey 

helps to break degeneracy 
(survey extends to  800 kpc) 

• Using spectral information 
adds discriminating power

Uncertainties - DM profile 

Preliminary
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Figure 3: Gamma-ray background and signal templates computed by ctools with respect to
the GC survey, showing the expected gamma-ray intensity in the energy range from 100 to
500 GeV. The color code indicates the number of expected photons per 0.1� ⇥ 0.1� pixel.

In addition, while the spectrum of CR protons and electrons is well measured below a few467

TeV [55–57], significant uncertainties about the number of events which pass all analysis cuts468

remain, making the exact spectrum and normalization of this spatially isotropic component469

challenging to model. In practice this modelling is typically done in extensive Monte Carlo470

simulations of CR showers and their subsequent event reconstruction, allowing to obtain the471

expected numbers of CR misidentified events for a given set of IRFs. Here we use ctools472

to generate such maps. The IRFs this is based on, none-the-less, do not include small-scale473

anisotropies, which might be present in the real data due to, e.g., uneven atmospheric con-474

ditions or background stellar fields. The systematic uncertainties on this predicted numbers475

of misidentified CR events are however not yet studied in detail within the collaboration and476

we will hence include them in a parametric way (to be described in detail in Section 4).477

3.4 Emission templates and caveats478

To summarize our discussion of emission models, we compare in Fig. 3 the total count maps479

in the 100–500GeV range that result from our benchmark emission templates (as generated480

by ctools, for the GC survey mode). From top left to bottom right, these correspond to:481

• residual CR background events, generated from prod3b-v1 IRFs (section 3.3)482

• interstellar emission, as predicted in the Gamma model (top middle) and the Base483

model (top right) (section 3.2.1)484

• the Fermi bubbles (section 3.2.3)485

• the DM emission template, assuming the Einasto DM density profile without (left) and486

with a 0.5 kpc core (right). For definiteness we choose here DM particles with a mass487

of 2TeV, and an annihilation cross section of h�vi = 3⇥ 10�26 cm3/s to bb̄ final states.488
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Figure 5: Left/Middle: Schematic visualisation of CTA’s Galactic centre and extended
Galactic centre surveys. The nine pointing positions of the GC survey mode are marked
with a black cross [Torsten: The cross needs to be larger to be visible as cross!]
and the respective FOV is shaded in red with a circle of 3�; the observation time for each
position will be 2.1⇥105 s. The 15 pointing positions belonging to the extended survey north
of the Galactic plane are likewise marked with black crosses [Torsten: Can we color the
crosses in red and blue, respectively? This would add clarity], with the circular
FOVs of 3� shaded in blue; the observation time for each position will be 7.2 ⇥ 104 s in this
case. (Note that the ROI has been split into two separate figures where the left panel mainly
shows the GC survey while the middle panel displays the high-latitude part of the extended
survey.) We also indicate our benchmark choices for binning and masking schemes that we
apply in the morphology analysis [Torsten: This is not very clear yet, let’s discuss
briefly how this could be improved]. Right: Schematic visualisation of the chosen ON
and OFF regions in the context of CTA’s Galactic centre survey.

time of the extended survey amounts to tobs = 300 h (adding to the combined 525 h of
the GC survey). [Torsten: concerning this point and the latter, it’s not clear
which of the strategies is already o�cially adopted. And, if both, why we
focus on one.]

(iv) [Torsten: I think it would be clearer if we briefly describe here the ON/OFF
strategy as well, i.e. the right panel of the figure. ]

For the simulation of the Galactic centre survey we utilise Instrumental Response Func-
tions (IRFs) of CTA’s southern site’s final array layout which are optimised to observations
with zenith angles below 20�. [Torsten: Shouldn’t this information be part of the
bullet point? And what is used for the others + do we need a ref for such
statements?]

[Gabi: Shall we add here a Figure of templates of counts of astrophysical
components (now that we defined the observation strategy), or if we want the
flux (counts simpler and more direct). in the 100-500 GeV bin. Try to use teh
same counts scale, so that the relative intensity of the components is apparent
(if possible). Three plots: GDE, FB + PS, DM; ]4
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Figure 3: Gamma-ray background and signal templates computed by ctools with respect to
the GC survey, showing the expected gamma-ray intensity in the energy range from 100 to
500 GeV. The color code indicates the number of expected photons per 0.1� ⇥ 0.1� pixel.

In addition, while the spectrum of CR protons and electrons is well measured below a few467

TeV [55–57], significant uncertainties about the number of events which pass all analysis cuts468

remain, making the exact spectrum and normalization of this spatially isotropic component469

challenging to model. In practice this modelling is typically done in extensive Monte Carlo470

simulations of CR showers and their subsequent event reconstruction, allowing to obtain the471

expected numbers of CR misidentified events for a given set of IRFs. Here we use ctools472

to generate such maps. The IRFs this is based on, none-the-less, do not include small-scale473

anisotropies, which might be present in the real data due to, e.g., uneven atmospheric con-474

ditions or background stellar fields. The systematic uncertainties on this predicted numbers475

of misidentified CR events are however not yet studied in detail within the collaboration and476

we will hence include them in a parametric way (to be described in detail in Section 4).477

3.4 Emission templates and caveats478

To summarize our discussion of emission models, we compare in Fig. 3 the total count maps479

in the 100–500GeV range that result from our benchmark emission templates (as generated480

by ctools, for the GC survey mode). From top left to bottom right, these correspond to:481

• residual CR background events, generated from prod3b-v1 IRFs (section 3.3)482

• interstellar emission, as predicted in the Gamma model (top middle) and the Base483

model (top right) (section 3.2.1)484

• the Fermi bubbles (section 3.2.3)485

• the DM emission template, assuming the Einasto DM density profile without (left) and486

with a 0.5 kpc core (right). For definiteness we choose here DM particles with a mass487

of 2TeV, and an annihilation cross section of h�vi = 3⇥ 10�26 cm3/s to bb̄ final states.488
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Figure 5: Left/Middle: Schematic visualisation of CTA’s Galactic centre and extended
Galactic centre surveys. The nine pointing positions of the GC survey mode are marked
with a black cross [Torsten: The cross needs to be larger to be visible as cross!]
and the respective FOV is shaded in red with a circle of 3�; the observation time for each
position will be 2.1⇥105 s. The 15 pointing positions belonging to the extended survey north
of the Galactic plane are likewise marked with black crosses [Torsten: Can we color the
crosses in red and blue, respectively? This would add clarity], with the circular
FOVs of 3� shaded in blue; the observation time for each position will be 7.2 ⇥ 104 s in this
case. (Note that the ROI has been split into two separate figures where the left panel mainly
shows the GC survey while the middle panel displays the high-latitude part of the extended
survey.) We also indicate our benchmark choices for binning and masking schemes that we
apply in the morphology analysis [Torsten: This is not very clear yet, let’s discuss
briefly how this could be improved]. Right: Schematic visualisation of the chosen ON
and OFF regions in the context of CTA’s Galactic centre survey.

time of the extended survey amounts to tobs = 300 h (adding to the combined 525 h of
the GC survey). [Torsten: concerning this point and the latter, it’s not clear
which of the strategies is already o�cially adopted. And, if both, why we
focus on one.]

(iv) [Torsten: I think it would be clearer if we briefly describe here the ON/OFF
strategy as well, i.e. the right panel of the figure. ]

For the simulation of the Galactic centre survey we utilise Instrumental Response Func-
tions (IRFs) of CTA’s southern site’s final array layout which are optimised to observations
with zenith angles below 20�. [Torsten: Shouldn’t this information be part of the
bullet point? And what is used for the others + do we need a ref for such
statements?]

[Gabi: Shall we add here a Figure of templates of counts of astrophysical
components (now that we defined the observation strategy), or if we want the
flux (counts simpler and more direct). in the 100-500 GeV bin. Try to use teh
same counts scale, so that the relative intensity of the components is apparent
(if possible). Three plots: GDE, FB + PS, DM; ]4
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Figure 3: Gamma-ray background and signal templates computed by ctools with respect to
the GC survey, showing the expected gamma-ray intensity in the energy range from 100 to
500 GeV. The color code indicates the number of expected photons per 0.1� ⇥ 0.1� pixel.

In addition, while the spectrum of CR protons and electrons is well measured below a few467

TeV [55–57], significant uncertainties about the number of events which pass all analysis cuts468

remain, making the exact spectrum and normalization of this spatially isotropic component469

challenging to model. In practice this modelling is typically done in extensive Monte Carlo470

simulations of CR showers and their subsequent event reconstruction, allowing to obtain the471

expected numbers of CR misidentified events for a given set of IRFs. Here we use ctools472

to generate such maps. The IRFs this is based on, none-the-less, do not include small-scale473

anisotropies, which might be present in the real data due to, e.g., uneven atmospheric con-474

ditions or background stellar fields. The systematic uncertainties on this predicted numbers475

of misidentified CR events are however not yet studied in detail within the collaboration and476

we will hence include them in a parametric way (to be described in detail in Section 4).477

3.4 Emission templates and caveats478

To summarize our discussion of emission models, we compare in Fig. 3 the total count maps479

in the 100–500GeV range that result from our benchmark emission templates (as generated480

by ctools, for the GC survey mode). From top left to bottom right, these correspond to:481

• residual CR background events, generated from prod3b-v1 IRFs (section 3.3)482

• interstellar emission, as predicted in the Gamma model (top middle) and the Base483

model (top right) (section 3.2.1)484

• the Fermi bubbles (section 3.2.3)485

• the DM emission template, assuming the Einasto DM density profile without (left) and486

with a 0.5 kpc core (right). For definiteness we choose here DM particles with a mass487

of 2TeV, and an annihilation cross section of h�vi = 3⇥ 10�26 cm3/s to bb̄ final states.488
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[Iocco & Benito, 2017] 
arXiv:1611.09861 
(+ M. Benito’s thesis)

“the dark matter density of our model has a […] 
shallow cusp or a core in the bulge region”

Portail + 
MNRAS 465 (2017)

MDM = (0.32± 0.05)⇥ 1010 M�
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IEM systematic uncertainty in terms of spatial correlations: 

— benchmark mock/model data with 2 TeV, DM DM —> WW 
— introduce correlation of IEM template independent of instrumental systematics  
     QUESTION: What sets of parameters allow to test the thermal annihil. cross section?

Impact of IEM uncertainty

Figure 22: Flux ratio between the Gamma and Base GDE models.
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Figure 23: Relative flux di↵erence between the Gamma and Base GDE models. With the
square we mark our ROI.

In Fig. 25 in the upper panel we plot InFl for Einasto (left) and cored (right) DM pro-1184

files, in the case where only the isotropic CR background (and no GDE emission) is assumed.1185

In that case, the information flux is spherical, following the signal shape. The purple line (i.e.1186
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Figure 15: Mutual impact of instrumental and GDE model systematic uncertainties on the
upper limit on the DM annihilation cross-section for the annihilation channel �� ! W+W�

at a fixed DM mass of m� = 2 TeV and assuming an Einasto profile. The correlation length
of the instrumental systematics `instr.

S
is fixed to our benchmark choice of 0.1� while the

GDE component’s correlation length `GDE

S
is taken to be 1.0�. The color scheme visualises

the upper limit on the annihilation cross-section in units of the thermal annihilation cross-
section for a given set of fluctuation amplitudes
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In Fig. 15 we illustrate a complementary view, focused on �GDE

S vs �instr

S plane for a944

given choice of the spatial correlation length (lGDE

S = 1�, linstrS = 0.1�).945

The discussion of the GDE modelling uncertainty is closely related to the choice of the946

masking, which is traditionally used to limit its impact on DM searches. In Fig.16 we plot947

the change in the DM sensitivity caused by masking, for di↵erent mask sizes. We see that948

masking has a rather minimal e↵ect when GDE emission is accounted for (both in the data949

and in modelling). This is consistent with our SNR studies (Appendix C) demonstrating950

that little information comes from the plane when GDE emission is present. We note that,951

while our limits can worsen up to a factor of 2 (for 2 TeV DM, 30% GDE uncertainty952

and 0.5 deg correlation length, see Appendix ??), they worsen only up to 1.5 when a 0.6�953

region is masked. If all GDE uncertainty would be localized along the plane, masking would954

indeed be beneficial in this case. However, as illustrated in Appendix B.2, model di↵erences955

(i.e. GDE systematics) cover most of our ROI, making the masking approach challenging to956

implement. In practice, this demonstrates that once real data is available, a careful study of957

the GDE uncertainty will be needed and will guide the masking choices and/or interpretation958

of potential discovery hints.959

6.2.2 E↵ect of energy correlations (on cored profiles)960

[Torsten: Here, we could move the discussion of how energy correlations a↵ect961

the sensitivity]962
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Uncertainties - impact of sub threshold PSs 

11CTA Consortium Meeting, 22nd October 2019 Christopher Eckner, ceckner@ung.si

For the time being, one realisation taken from DC1. 
— Unfortunately, rather crude estimate of a TeV PS population. 
— Refined input from Galactic plane group needed.

Optimistic limits under assumption that all PSs can be localised and their  
spectra can be modelled sufficiently well.

Impact of (sub-)threshold point sources
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IEM systematic uncertainty in terms of spatial correlations: 

— benchmark mock/model data with 2 TeV, DM DM —> WW 
— introduce correlation of IEM template independent of instrumental systematics  
     QUESTION: What sets of parameters allow to test the thermal annihil. cross section?

Impact of IEM uncertainty

Figure 22: Flux ratio between the Gamma and Base GDE models.

Figure 23: Relative flux di↵erence between the Gamma and Base GDE models. With the
square we mark our ROI.

In Fig. 25 in the upper panel we plot InFl for Einasto (left) and cored (right) DM pro-1184

files, in the case where only the isotropic CR background (and no GDE emission) is assumed.1185

In that case, the information flux is spherical, following the signal shape. The purple line (i.e.1186
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Figure 15: Mutual impact of instrumental and GDE model systematic uncertainties on the
upper limit on the DM annihilation cross-section for the annihilation channel �� ! W+W�

at a fixed DM mass of m� = 2 TeV and assuming an Einasto profile. The correlation length
of the instrumental systematics `instr.

S
is fixed to our benchmark choice of 0.1� while the

GDE component’s correlation length `GDE

S
is taken to be 1.0�. The color scheme visualises

the upper limit on the annihilation cross-section in units of the thermal annihilation cross-
section for a given set of fluctuation amplitudes

�
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In Fig. 15 we illustrate a complementary view, focused on �GDE

S vs �instr

S plane for a944

given choice of the spatial correlation length (lGDE

S = 1�, linstrS = 0.1�).945

The discussion of the GDE modelling uncertainty is closely related to the choice of the946

masking, which is traditionally used to limit its impact on DM searches. In Fig.16 we plot947

the change in the DM sensitivity caused by masking, for di↵erent mask sizes. We see that948

masking has a rather minimal e↵ect when GDE emission is accounted for (both in the data949

and in modelling). This is consistent with our SNR studies (Appendix C) demonstrating950

that little information comes from the plane when GDE emission is present. We note that,951

while our limits can worsen up to a factor of 2 (for 2 TeV DM, 30% GDE uncertainty952

and 0.5 deg correlation length, see Appendix ??), they worsen only up to 1.5 when a 0.6�953

region is masked. If all GDE uncertainty would be localized along the plane, masking would954

indeed be beneficial in this case. However, as illustrated in Appendix B.2, model di↵erences955

(i.e. GDE systematics) cover most of our ROI, making the masking approach challenging to956

implement. In practice, this demonstrates that once real data is available, a careful study of957

the GDE uncertainty will be needed and will guide the masking choices and/or interpretation958

of potential discovery hints.959

6.2.2 E↵ect of energy correlations (on cored profiles)960

[Torsten: Here, we could move the discussion of how energy correlations a↵ect961

the sensitivity]962
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IEM systematic uncertainty in terms of spatial correlations: 

— benchmark mock/model data with 2 TeV, DM DM —> WW 
— introduce correlation of IEM template independent of instrumental systematics  
     QUESTION: What sets of parameters allow to test the thermal annihil. cross section?

Impact of IEM uncertainty

Figure 22: Flux ratio between the Gamma and Base GDE models.

Figure 23: Relative flux di↵erence between the Gamma and Base GDE models. With the
square we mark our ROI.

In Fig. 25 in the upper panel we plot InFl for Einasto (left) and cored (right) DM pro-1184

files, in the case where only the isotropic CR background (and no GDE emission) is assumed.1185

In that case, the information flux is spherical, following the signal shape. The purple line (i.e.1186
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Figure 15: Mutual impact of instrumental and GDE model systematic uncertainties on the
upper limit on the DM annihilation cross-section for the annihilation channel �� ! W+W�

at a fixed DM mass of m� = 2 TeV and assuming an Einasto profile. The correlation length
of the instrumental systematics `instr.

S
is fixed to our benchmark choice of 0.1� while the

GDE component’s correlation length `GDE

S
is taken to be 1.0�. The color scheme visualises

the upper limit on the annihilation cross-section in units of the thermal annihilation cross-
section for a given set of fluctuation amplitudes
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In Fig. 15 we illustrate a complementary view, focused on �GDE

S vs �instr

S plane for a944

given choice of the spatial correlation length (lGDE

S = 1�, linstrS = 0.1�).945

The discussion of the GDE modelling uncertainty is closely related to the choice of the946

masking, which is traditionally used to limit its impact on DM searches. In Fig.16 we plot947

the change in the DM sensitivity caused by masking, for di↵erent mask sizes. We see that948

masking has a rather minimal e↵ect when GDE emission is accounted for (both in the data949

and in modelling). This is consistent with our SNR studies (Appendix C) demonstrating950

that little information comes from the plane when GDE emission is present. We note that,951

while our limits can worsen up to a factor of 2 (for 2 TeV DM, 30% GDE uncertainty952

and 0.5 deg correlation length, see Appendix ??), they worsen only up to 1.5 when a 0.6�953

region is masked. If all GDE uncertainty would be localized along the plane, masking would954

indeed be beneficial in this case. However, as illustrated in Appendix B.2, model di↵erences955

(i.e. GDE systematics) cover most of our ROI, making the masking approach challenging to956

implement. In practice, this demonstrates that once real data is available, a careful study of957

the GDE uncertainty will be needed and will guide the masking choices and/or interpretation958

of potential discovery hints.959

6.2.2 E↵ect of energy correlations (on cored profiles)960

[Torsten: Here, we could move the discussion of how energy correlations a↵ect961

the sensitivity]962
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Good chance to test thermal WIMP models in the TeV range (and for some models CTA is  the only 
chance of testing!) 
• Even when including up-to-date astro and instrumental backgrounds 
• And systematic uncertainties! 

Detection not guaranteed: 
• Large cores 
• Unpredicted astro backgrounds (in any case discovery!) 

Still a good bet ! 
• DM density slope can go both ways! 
• + Sommerfield enhancements, resonances etc motivated for TeV DM

Summary 
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Results 
• Turn the issue around - what systematics can we tolerate and still reach thermal cross 

section (test WIMP hypothesis) ? 
• Our benchmark point ‘reasonable’ (~PSF size) and not an ‘isolated’ case 
• When real data available, could produce a subset of events (event class) to satisfy this criteria 
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A closer look  - spectral fluxes 

CR IRFs

DAMPE e flux

GDEs

Diffuse emission 
• Galactic Ridge emission measured by H.E.S.S. 
• Larger scale emission (b>0.3 deg) not probed at TeV energies 

• Gamma model (Gaggero+, PRL 2017) 
• Base model (Gaggero+, PRL 2017) 
• Pass-8 Fermi diffuse model (‘safe’ to extrapolate <~ TeV )

-0.6o

1o 359o

FBsDM PSs


