
Gravitatonal wave sources and multi-messenger 
gravitatonal wave astrophysics

1

Hideyuki TAGOSHI
Institute for Cosmic Ray Research

The University of Tokyo

Synergies at New Frontiers 
at Gamma Rays, Neutrinos and Gravitational Waves

ICRR, March 24-25, 2022



Contents

2

• Sources of gravitational waves (GW)

• Core collapse supernovae GW

• BNS and sky localization

• Low latency alert



Emission of gravitational waves
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• Emission of strong gravitational waves requires
• Non spherically symmetric motion of mass
• Motion should be very high speed   ó strong self-gravity
• Compact objects are main sources (BH, NS, WD, ...)

• Gravitational wave sources
• Compact binary coalescence (CBC)   (BH-BH, NS-BH, NS-NS)
• Steller core collapse (burst waves)
• Pulsar (continuous waves)
• ......
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Neutrino-driven mechanism Magnetorotationally-driven (MHD-driven) mechanism 

Kuroda et al. ApJ 829, L14 (2016) Abdikamalov et al. PRD90, 044001 (2014)

g-mode

SASI

core boune

(Rapidly rotating progenitor model)
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TABLE I. Waveforms from multidimensional CCSN simulations described in the text. For each waveform family we provide
a reference, dimensionality, a summary of the numerical method (EOS and code name) and observed GW features. Then,
we provide details for example waveforms: identifier, progenitor stellar mass Mstar, initial central angular velocity ⌦c, the
frequency fpeak at which the GW energy spectrum peaks, the emitted GW energy EGW and approximate signal duration. The
superscript symbols: †non-ZAMS, ?the simulation was stopped before the full GW signal was developed.

Waveform Numerical GW Waveform Mstar ⌦c fpeak EGW Duration
Family Method Features Identifier [M�] [rad/s] [Hz] [M�c

2] [ms]

Abdikamalov et al.
2014, 2D [76]

LS220, Shen
CoCoNuT

bounce
prompt-conv.

A1O01.0 12 1.0 819 9.4⇥ 10�9 50⇤

A2O01.0 12 1.0 854 1.7⇥ 10�8 50⇤

A3O01.0 12 1.0 867 7.0⇥ 10�9 50⇤

A4O01.0 12 1.0 873 4.2⇥ 10�9 50⇤

Andresen et al.
2017, 3D [51]

LS220
CoCoNuT

PROMETHEUS

g-modes
SASI (spiral)
convection

s11 11.2 - 642 1.1⇥ 10�10 350⇤

s20 20 - 687 7.4⇥ 10�10 430⇤

s20s 20 - 693 1.4⇥ 10�9 530⇤

s27 27 - 753 4.4⇥ 10�10 570⇤

Andresen et al.
2019, 3D [77]

LS220
PROMETHEUS

SASI (spiral)
g-modes

m15fr 15 0.5 689 2.7⇥ 10�10 460⇤

m15nr 15 - 820 1.5⇥ 10�10 350⇤

m15r 15 0.2 801 7.1⇥ 10�11 380⇤

Cerdá-Durán et al.
2013, 2D [59]

LS220
CoCoNuT

BH formation
g-modes, SASI/conv.

fiducial 35 2.0 922 3.3⇥ 10�7 1620
slow 35 1.0 987 9.4⇥ 10�7 1050

Dimmelmeier et al.
2008, 2D [78]

LS, Shen
CoCoNuT

bounce
prompt-conv.

s15A2O09-ls 15 4.6 743 2.7⇥ 10�8 60⇤

s15A3O15-ls 15 13.3 117 5.2⇥ 10�9 340⇤

s20A3O09-ls 20 9.0 615 2.2⇥ 10�8 80⇤

Kuroda et al.
2016, 3D [79]

SFHx, DD2, TM1
3D-GR

g-modes
SASI

SFHx 15 - 718 2.1⇥ 10�9 350⇤

TM1 15 - 714 1.7⇥ 10�9 350⇤

Kuroda et al.
2017, 3D [80]

SFHx, DD2, TM1
3D-GR

g-modes
SASI/convection

s11.2 11.2 - 195 1.3⇥ 10�10 190⇤

s15.0 15 - 430 3.1⇥ 10�9 210⇤

Mezzacappa et al.
2020, 3D [73]

LS220
CHIMERA

g-, p-modes
SASI/convection

c15-3D 15 - 1064 6.4⇥ 10�9 420⇤

Morozova et al.
2018, 2D [81]

LS220, DD2, SFHo
FORNAX

f-, g-, p-modes
SASI/convection

M10 LS220 10 - 1594 2.4⇥ 10�9 1210
M10 DD2 10 - 1544 1.7⇥ 10�9 1700
M13 SFHo 13 - 976 1.1⇥ 10�8 1360
M19 SFHo 19 - 1851 6.3⇥ 10�8 1540

Müller et al.
2012, 3D [71]

JM
PROMETHEUS

SASI/convection
L15-3 15 - 144 2.2⇥ 10�11 1400
N20-2 20 - 147 1.1⇥ 10�11 1500
W15-4 15 - 208 2.5⇥ 10�11 1300

O’Connor&Couch
2018, 3D [82]

SFHo
FLASH

g-modes
SASI/convection

mesa20 20 - 1121 6.3⇥ 10�10 500⇤

mesa20 LR 20 - 1199 2.2⇥ 10�9 650⇤

mesa20 pert 20 - 1033 9.5⇥ 10�10 530⇤

mesa20 v LR 20 - 887 1.0⇥ 10�10 480⇤

Ott et al.
2013, 3D [83]

LS220
Zelmani

prompt-conv.
g-modes

s27-fheat1.00 27 - 836 4.0⇥ 10�10 190⇤

s27-fheat1.05 27 - 385 3.4⇥ 10�10 190⇤

s27-fheat1.10 27 - 340 3.3⇥ 10�10 190⇤

s27-fheat1.15 27 - 839 3.1⇥ 10�10 190⇤

Powell&Müller
2019, 3D [84]

LS220
CoCoNuT-FMT

g-modes
s3.5 pns 3.5† - 878 3.6⇥ 10�9 700

s18 18 - 872 1.6⇥ 10�8 890

Powell&Müller
2020, 3D [85]

LS220
CoCoNuT-FMT

f-, g-modes
SASI

prompt-conv.

s18np 18 3.4 742 7.7⇥ 10�8 1000
m39 39 - 674 7.5⇥ 10�10 560
y20 20 - 872 1.0⇥ 10�8 980

Radice et al.
2019, 3D [50]

SFHo
FORNAX

f-, g-modes
SASI/convection
prompt-conv.

s9 9 - 727 1.6⇥ 10�10 1100
s13 13 - 1422 5.9⇥ 10�9 800⇤

s25 25 - 1132 2.8⇥ 10�8 600⇤

Richers et al.
2017, 2D [86]

18 EOSs
CoCoNuT

bounce
prompt-conv.

A467 w0.50 SFHx 12 0.5 891 1.6⇥ 10�8 60⇤

A467 w0.50 LS220 12 0.5 820 5.1⇥ 10�9 60⇤

A467 w9.50 SFHx 12 9.5 448 4.2⇥ 10�8 60⇤

A467 w9.50 LS220 12 9.5 863 4.1⇥ 10�8 60⇤

Scheidegger et al.
2010, 3D [54]

LS180
Pen

bounce
prompt-conv.
convection

R1E1CA L 15 0.3 1103 1.2⇥ 10�10 90⇤

R3E1AC L 15 6.3 588 2.2⇥ 10�7 110⇤

R4E1FC L 15 9.4 683 3.9⇥ 10�7 100⇤

Yakunin et al.
2015, 2D [72]

LS220
CHIMERA

g-modes
SASI/convection
prompt-conv.

B12 12 - 708 3.4⇥ 10�9 1300
B15 15 - 865 7.9⇥ 10�9 1100
B20 20 - 602 4.2⇥ 10�9 900
B25 25 - 1022 1.4⇥ 10�8 1140
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TABLE II. The results presenting the sensitivity of cWB to the detection of GWs from a variety of CCSN models. The
predicted detection ranges for O4 and O5 are calculated at 10%, 50% and 50% detection e�ciency. The detectable SNR is also
calculated at 10%, 50% and 90% detection e�ciency. The waveform overlap (accuracy of cWB reconstruction) is an averaged
at injected SNR of 20, 40 and 60.

Waveform Waveform O4 det. range [kpc] O5 det. range [kpc] Detect. SNR Wav. Overlap
Family Identifier 90% 50% 10% 90% 50% 10% 10% 50% 90% 20 40 60

Abdikamalov
et al. 2014 [76]

A1O01.0 NaN 15.9 58.7 NaN 29.4 109.7 9.7 12.7 NaN 0.83 0.90 0.93
A2O01.0 NaN 19.3 71.0 NaN 35.2 130.0 10.0 13.1 NaN 0.88 0.93 0.94
A3O01.0 NaN 20.1 84.6 NaN 37.1 157.4 8.9 12.5 NaN 0.86 0.92 0.95
A4O01.0 NaN 8.4 39.3 NaN 15.2 72.3 10.2 14 NaN 0.88 0.91 0.94

Andresen
et al. 2017 [51]

s11 0.6 1.4 2.3 1.1 2.6 4.3 13.1 16.5 25.1 0.59 0.82 0.88
s20 1.4 3.4 5.6 2.5 6.2 10.4 14.2 17.9 24.9 0.50 0.79 0.88
s20s 1.6 4.1 6.8 2.9 7.5 12.6 19.7 24.0 35.7 0.35 0.71 0.84
s27 0.8 1.9 3.1 1.4 3.5 5.7 17.6 22.2 33.5 0.71 0.68 0.83

Andresen
et al. 2019 [77]

m15fr 1.4 3.2 5.6 2.5 5.8 10.1 11.4 16.1 22.0 0.61 0.77 0.85
m15nr 0.8 1.8 3.1 1.4 3.3 5.5 13.0 16.3 22.6 0.59 0.82 0.88
m15r 0.3 0.9 1.5 0.6 1.6 2.8 16.0 20.0 27.6 0.46 0.78 0.86

Cerdá-Durán
et al. 2013 [59]

fiducial NaN 15.7 51.5 NaN 28.2 93.9 31.0 37.8 NaN 0.52 0.81 0.87
slow NaN 35.9 154.3 NaN 66.6 285.7 15.3 19.7 NaN 0.35 0.63 0.81

Dimmelmeier
et al. 2008 [78]

s15A2O09-ls NaN 14.5 60.1 NaN 26.1 117.5 10.2 13.2 NaN 0.86 0.91 0.93
s15A3O15-ls NaN 13.6 59.4 NaN 24.5 117.1 9.2 12.8 NaN 0.90 0.94 0.95
s20A3O09-ls NaN 12.5 59.9 NaN 22.8 125.9 10.3 14.2 NaN 0.84 0.90 0.92

Kuroda
et al. 2016 [79]

SFHx 4.9 11.8 23.8 8.7 21.6 43.3 10.4 14.1 22.1 0.63 0.82 0.88
TM1 3.7 8.0 13.2 6.5 14.5 24.8 12.7 15.5 19.5 0.61 0.82 0.88

Kuroda
et al. 2017 [80]

s11.2 2.5 7.7 15.9 4.8 14.3 29.0 10.0 12.7 21.3 0.82 0.90 0.93
s15.0 2.7 6.7 11.7 5.0 12.2 20.5 11.2 14.3 19.5 0.75 0.89 0.92

Mezzacappa
et al. 2020 [73]

c15-3D 1.8 4.4 7.4 3.0 8.2 14.0 17.0 21.1 33.8 0.42 0.69 0.82

Morozova
et al. 2018 [81]

M10 LS220 NaN 1.3 5.2 NaN 2.4 9.5 16.2 21.7 NaN 0.47 0.72 0.81
M10 DD2 NaN 1.9 7.4 NaN 3.4 13.7 15.2 19.6 NaN 0.57 0.80 0.85
M13 SFHo NaN 2.3 10.2 NaN 4.5 19.2 15.8 20.9 NaN 0.49 0.74 0.80
M19 SFHo NaN 3.9 16.7 NaN 6.9 30.0 18.9 24.4 NaN 0.37 0.68 0.78

Müller
et al. 2012 [126]

L15-3 1.7 4.3 8.0 3.3 8.1 14.1 10.1 12.6 17.6 0.73 0.81 0.84
N20-2 0.5 1.9 3.6 1.1 3.5 6.5 11.3 14.4 22.1 0.68 0.79 0.84
W15-4 0.5 1.9 5.2 0.9 3.7 9.7 10.6 14.2 42.2 0.71 0.83 0.88

O’Connor&Couch
2018 [82]

mesa20 0.4 1.1 1.9 0.8 2.0 3.5 16.3 20.7 30.8 0.50 0.70 0.82
mesa20 LR 0.6 1.4 2.6 1.0 2.5 4.7 18.5 25.0 42.3 0.45 0.67 0.79
mesa20 pert 0.7 1.6 2.9 1.2 2.9 4.9 16.2 21.0 28.5 0.47 0.75 0.84
mesa20 v LR 0.4 1.1 1.9 0.8 2.1 3.5 16.0 20.2 29.6 0.51 0.78 0.87

Ott
et al. 2013 [83]

s27-fheat1.00 2.4 5.8 10.5 4.3 10.8 20.2 11.1 14.3 20.1 0.75 0.89 0.92
s27-fheat1.05 2.0 5.8 10.6 4.1 10.5 18.4 10.9 14.1 19.3 0.74 0.88 0.91
s27-fheat1.10 2.4 5.8 10.0 4.0 10.0 17.4 11.2 14.2 19.6 0.75 0.88 0.92
s27-fheat1.15 1.9 5.2 9.0 3.7 9.3 16.0 11.0 14.2 19.5 0.76 0.88 0.92

Powell&Müller
2019 [84]

s3.5 pns 1.8 3.9 6.4 3.2 7.1 11.7 17.0 20.9 30.4 0.44 0.75 0.83
s18 3.2 7.7 12.7 5.5 14.0 23.0 15.5 19.2 28.0 0.47 0.73 0.81

Powell&Müller
2020 [85]

m39 10.3 30.7 70.2 18.5 56.6 128.8 12.8 18.8 38.2 0.57 0.73 0.81
s18np 2.3 5.7 12.3 4.1 10.5 22.7 10.6 14.6 21.5 0.67 0.81 0.88
y20 3.4 8.5 14.6 6.2 15.5 26.8 16.2 19.9 29.4 0.42 0.72 0.82

Radice
et al. 2019 [50]

s9 0.0 0.4 0.7 0.2 0.7 1.3 11.1 14.3 23.1 0.73 0.84 0.91
s13 0.4 1.0 1.8 0.7 1.8 3.1 10.9 14.3 21.1 0.68 0.80 0.87
s25 2.4 5.6 9.4 4.3 10.3 17.7 22.5 30.6 42.8 0.43 0.65 0.78

Richers
et al. 2017 [86]

A467 w0.50 SFHx NaN 8.0 32.9 NaN 15.1 60.6 8.70 13.7 NaN 0.86 0.91 0.93
A467 w0.50 LS220 NaN 10.3 43.0 NaN 18.1 80.3 10.2 14.2 NaN 0.85 0.93 0.94
A467 w9.50 SFHx NaN 24.2 105.2 NaN 47.9 194.2 10.3 14.3 NaN 0.82 0.91 0.91
A467 w9.50 LS220 NaN 22.5 90.5 NaN 40.8 171.9 10.1 14.1 NaN 0.82 0.89 0.92

Scheidegger
et al. 2010 [54]

R1E1CA L 0.4 1.3 3.5 0.8 2.4 6.5 9.9 13.1 22.5 0.76 0.86 0.91
R3E1AC L 29.9 89.6 171.8 55.5 163.9 313.9 10.6 13.4 17.2 0.76 0.89 0.93
R4E1FC L 31.8 98.4 203.4 59.3 180.1 374.6 8.9 11.8 15.7 0.81 0.91 0.94

Yakunin
et al. 2015 [72]

B12 NaN 3.6 13.6 NaN 6.6 25.2 15.2 19.3 NaN 0.51 0.80 0.88
B15 NaN 4.3 17.9 NaN 7.7 32.4 17.4 22.1 NaN 0.44 0.78 0.87
B20 NaN 3.0 15.2 NaN 5.7 28.2 15.8 22.2 NaN 0.52 0.82 0.89
B25 NaN 6.6 26.1 NaN 12.5 48.2 15.7 20.9 NaN 0.49 0.76 0.85

Detection range of GW at O5
(PSD BNS range LIGO: 330Mpc, Virgo 150Mpc, KAGRA 130Mpc)

Neutrino-driven mechanism: ~ 10kpc

Rapidly rotating progenitor case: ~100kpc
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Area (in square degrees) that must be searched before the injected test signal can be found.

100-200 square degree 60-110 square degree

3 detectors2 detectors



Supernovae

11th Asian-Pacific Regional IAU Meeting  /  Plenary Session C      N. Kanda     /     28-July-2011  

LCGT and the Global Network of Gravitational Wave Detectors

LCGT
 (Large-scale Cryogenic Gravitational wave Telescope)

Underground

• in Kamioka, Japan

Silent & Stable 
environment

Cryogenic Mirror

• 20K

• sapphire substrate

3km baseline

Plan

• 2010  : construction 
started

• 2014  : first run in normal 
temperature

• 2017- : observation with 
cryogenic mirror

26

© ICRR, university of Tokyo
LCGT

2011年7月24日日曜日

SuperKamiokande

Neutrino
Gravitaaonal waves

KAGRA

Coincident observation to explore 
explosion mechanism.
Detectors in ICRR can contribute a lot for 
such a case. 

This is possible if a supernova occurs near the Galaxy 
(once in ~50 years) 8
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About 90 compact binary mergers have been detected!

10O1 O2 O3

GW170817
GW190425



Historical BNS merger GW170817
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))) Connecting the gravitational-wave event and the GRB

Sky location determined by Fermi GBM 
alone and together with INTEGRAL SPI-ACS
was consistent with the GW event

Nearly simultaneous arrival at Earth confirms that 
the speed of GWs is just about equal to the 
speed of light, to within a few parts per quadrillion!

14
[LSC, Fermi-GBM and INTEGRAL 2017, ApJL 848, L13]

Fermi low-energy

Fermi medium-energy

INTEGRAL

Coincident detec*on of GRB and GW

))) Connecting the gravitational-wave event and the GRB

Sky location determined by Fermi GBM 
alone and together with INTEGRAL SPI-ACS
was consistent with the GW event

Nearly simultaneous arrival at Earth confirms that 
the speed of GWs is just about equal to the 
speed of light, to within a few parts per quadrillion!

14
[LSC, Fermi-GBM and INTEGRAL 2017, ApJL 848, L13]

Fermi low-energy

Fermi medium-energy

INTEGRAL

Sky location consisitent

Optical counterparts

PRL 119, 161101 (2017) 

3 detectors

Kilonova
Aftergrow
r-process nucleosynthesis
Hubble parameter  (70+12-8 km/s/Mpc)
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to 23.5 days. Even though the FAR estimation of single-detector
candidates is challenging (Callister et al. 2017), the matched-filter
pipelines are capable of identifying loud single-detector events.
GW170817 (Abbott et al. 2017b) was initially identified by
GSTLAL as a single-detector event. To further establish the
significance of GW190425, it was compared against the 169.5
days of background from O1 and O2 and 50 days of background
from O3 in the BNS part of the parameter space, and found to be
louder than any background event. The BNS region is defined as
the parameter space with component masses between 1 and 3 M:.
The results of this background analysis from the GSTLAL search
are shown in Figure 1, which shows the combined S/N–Y2 noise
probability density function for LHO, LLO, and Virgo. The
S/N–Y2 distributions from O1 and O2 are taken from the analysis
performed for GWTC-1 (Abbott et al. 2019c), while the S/N–Y2

distributions from O3 come from the low-latency search. The
S/N–Y2 background distributions are a subset of the parameters
that factor in the calculation of the log-likelihood ratio, which is
the detection statistic used by the GSTLAL search. These
background distributions allow us to include the S/N–Y2

information from all the triggers, and not just the trigger in
question while assigning the detection statistic. Events with low
S/Ns and accidentally small residuals would be disfavored by the
signal model, which also factors in the log-likelihood ratio.

As seen in Figure 1, there is no background recorded at the
GW190425 parameters in all the data searched over until now.
Thus, despite the caveats associated with finding signals in a
single detector, GW190425 is a highly significant event that
stands out above all background. In Appendix B we also show
the results from the PYCBC.

We sent out an alert ∼43 min after the trigger (LIGO
Scientific Collaboration & Virgo Collaboration 2019a), which
included a sky map computed using a rapid Bayesian algorithm
(Singer & Price 2016). We assigned GW190425 a �99%
probability of belonging to the BNS source category. The
initial sky map had a 90% credible region of 10,200 deg2.
Although data from both LLO and Virgo were used to

constrain the sky location, it extended over a large area due to
the fact that the signal was only observed with high confidence
in a single observatory. Gravitational-wave localization relies
predominantly on measuring the time delay between observa-
tories. However, in this case it is primarily the observed stain
amplitude that localizes the signal, with the more likely parts of
the sky being dominated by positions where the the antenna
response of LLO is favorable.
We generated an improved sky map using a Bayesian

analysis that sampled over all binary system parameters (see
Section 4), producing a 90% credible sky area of 8284 deg2 and
a distance constrained to �

�159 Mpc71
69 . This sky map, and the

initial low-latency map, are shown in Figure 2. As a
comparison, GW170817 was localized to within 28 deg2 at a
90% credible level. The broad probability region in the sky
map for this event presented a significant challenge for follow-
up searches for electromagnetic counterparts. At the time of
writing, no clear detection of a counterpart has been reported in
coincidence with GW190425 (e.g., Coughlin et al. 2019;
Hosseinzadeh et al. 2019; Lundquist et al. 2019, but also see
Pozanenko et al. 2019), although a wide range of searches for
coincident electromagnetic or neutrino signals have been
performed and reported in the GCN Circular archive.203

4. Source Properties

We have inferred the parameters of the GW190425 source
using a coherent analysis of the data from LLO and Virgo (in
the frequency range 19.4–2048 Hz) following the methodology
described in AppendixB of Abbott et al. (2019c).204 The low-
frequency cutoff of 19.4 Hz was chosen such that the signal
was in-band for the 128 s of data chosen for analysis. In this
frequency range there were ∼3900 phase cycles before merger.
We cleaned the data from LLO to remove lines from

calibration and from known environmental artifacts (Davis
et al. 2019; Driggers et al. 2019). For Virgo, we used the low-
latency data. The LLO data were subsequently pre-processed
(Cornish & Littenberg 2015; Pankow et al. 2018) to remove the
noise transient discussed in Section 2. Details of the transient
model and the data analyzed can be found in Abbott et al.
(2019b). The results have been verified to be robust to this
glitch removal by comparing the analysis of the pre-processed

Figure 1. Combined S/N–Y2 noise probability density function for LHO, LLO,
and Virgo in the BNS region, computed by adding the normalized 2D
histograms of background triggers in the S/N–Y S N2 2 plane from the three
detectors. The gold star indicates GW190425. There is no background present
at the position of GW190425; it stands out above all of the background
recorded in the Advanced LIGO and Virgo detectors in the first three observing
runs. The background contains 169.5 days of data from O1 and O2 and the first
50 days of O3, at times when any of the detectors were operating. For
comparison the LLO and LHO triggers for GW170817 are also shown in the
plot as blue and red diamonds, respectively.

Figure 2. Sky map for GW190425. The shaded patch is the sky map obtained
from the Bayesian parameter estimation code LALINFERENCE (Veitch et al. 2015)
(see Section 4) with the 90% confidence region bounded by the thin dotted
contour. The thick solid contour shows the 90% confidence region from the low-
latency sky localization algorithm BAYESTAR (Singer & Price 2016).

203 All GCN Circulars related to this event are archived athttps://gcn.gsfc.
nasa.gov/other/S190425z.gcn3.
204 From here on, we will use GW190425 to refer to the gravitational-wave
signal and as shorthand for the system that produced the signal.
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The Astrophysical Journal Letters, 892:L3 (24pp), 2020 March 20 Abbott et al.Sky map for GW190425 (O3)

• Initial sky map 〜 10,000 square degree
• 2 detector observation with LIGO-Livingston and Virgo 

(Hanford was offline)
• Estimated distance 〜 159 Mpc

• EM signals should have been fainter even if they were 
emitted

expectation rates for joint BNS–SGRB detections in the light of
this discovery.

2. Observational Results

The observations of GW170817 and of GRB170817A are
described in detail in Abbott et al. (2017e), Goldstein et al.
(2017), and Savchenko et al. (2017b). Here we summarize the
observations relevant to the results presented in this Letter and
report the results of two fully coherent searches for GWs from
the sky location of GRB170817A. For convenience, all
measurements of time have been converted to their geocentric
equivalent.

2.1. LIGO–Virgo Observation of GW170817

GW170817 is a GW signal from the inspiral of two low-mass
compact objects and is the first GW observation consistent with
a BNS coalescence (Abbott et al. 2017e, 2017f). GW170817
was first observed by a low-latency search(Cannon et al. 2012;
Messick et al. 2017) on 2017 August 17 at 12:41:04 UTC as a
single-detector trigger in the LIGO-Hanford detector(Abbott
et al. 2017e; LIGO Scientific Collaboration & Virgo Collabora-
tion 2017a). The temporal proximity of GRB170817A was
immediately identified by automatic comparison of the Fermi-
GBM Gamma-ray Coordinates Network notice to the GW
trigger(Urban 2016). Rapid offline re-analysis(Usman et al.
2016; Nitz et al. 2017b) of data from the LIGO/Virgo network
confirmed the presence of a significant coincident signal in the
LIGO GW detectors with a combined signal-to-noise ratio (S/N)
of 32.4. The combination of observations from the LIGO and
Virgo detectors allowed a precise sky position localization to an
area of 28 deg2 at 90% probability shown in green in Figure 1
(Abbott et al. 2017e; LIGO Scientific Collaboration & Virgo
Collaboration 2017b). A time-frequency representation of the
LIGO data containing GW170817 is shown in the bottom panel
of Figure 2. The GPS time of the merger of GW170817 is
T 1187008882.4300

GW
0.002
0.002� �

� s(Abbott et al. 2017e). At the
observed signal strength, the false alarm rate of the all-sky search

for compact-object mergers is less than 1 in 80,000 years
(Abbott et al. 2017e). The offline searches target binaries with
(detector frame) total mass 2– M500 :. Signals are required to be
coincident in time and mass in the LIGO detectors, but Virgo
data are not used in the significance estimates of the all-sky
offline search(Abbott et al. 2017e).
We present the results of two offline targeted searches that

coherently combine the data from the LIGO and Virgo
detectors and restrict the signal offset time and sky-location
using information from the EM observation of GRB170817A.
The onset of gamma-ray emission from a BNS merger
progenitor is predicted to be within a few seconds after the
merger, given that the central engine is expected to form within
a few seconds and that the jet propagation delays are at most of
the order of the SGRB duration (see, e.g., Finn et al. 1999;
Abadie et al. 2012 and references therein). The gravitational
and EM waves are expected to travel at the same speed.
The first targeted search (Harry & Fairhurst 2011; Williamson

et al. 2014; Abbott et al. 2017b; Nitz et al. 2017a) assumes that
the source is a BNS or NS–BH binary merger and is located at
the sky-position observed for the optical counterpart to
GW170817 and GRB170817A (Coulter et al. 2017a, 2017b;
Abbott et al. 2017f) and that there is a 1, 5� �[ ] s time delay in
the arrival of gamma-rays (determined by the GBM trigger time)
compared to the binary merger time(Abbott et al. 2017b). At the
detection statistic value assigned to GW170817, this search has a
p-value of 9.4 10 4.26 T� q �� ( ), with this significance estimate
limited by computational resources used to estimate the noise
background. The second coherent search does not assume any
particular GW morphology or GRB model (Sutton et al. 2010;
Was et al. 2012; Abbott et al. 2017b) and uses the GBM
localization of GRB170817A to constrain the sky location of
the source. This search allows for a 60, 600� �[ ] s coincidence
between the gamma-rays and the GWs in order to include
potentially larger delays in collapsar models of long GRBs. At
the detection-statistic value observed for GW170817, this search
has a p-value of 1.3 10 4.25 Tq � ( ).

Figure 1. Final localizations. The 90% contour for the final sky-localization map from LIGO–Virgo is shown in green (LIGO Scientific Collaboration & Virgo
Collaboration 2017a, 2017b, 2017c). The 90% GBM targeted search localization is overlaid in purple (Goldstein et al. 2017). The 90% annulus determined with Fermi
and INTEGRAL timing information is shaded in gray (Svinkin et al. 2017). The zoomed inset also shows the position of the optical transient marked as a yellow star
(Abbott et al. 2017f; Coulter et al. 2017a, 2017b). The axes are R.A. and decl. in the Equatorial coordinate system.
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Sky map for GW170817 (O2) (green region)

• Sky map: error region of source locaaon (possible 
locaaon of the source in the sky)

• Iniaal sky map 〜 30 square degree
• 3 detector observaaon

• Distance 〜 40 MpcIn the mid-1960s, gamma-ray bursts (GRBs) were discovered
by the Vela satellites, and their cosmic origin was first established
by Klebesadel et al. (1973). GRBs are classified as long or short,
based on their duration and spectral hardness(Dezalay et al. 1992;
Kouveliotou et al. 1993). Uncovering the progenitors of GRBs
has been one of the key challenges in high-energy astrophysics
ever since(Lee & Ramirez-Ruiz 2007). It has long been
suggested that short GRBs might be related to neutron star
mergers (Goodman 1986; Paczynski 1986; Eichler et al. 1989;
Narayan et al. 1992).

In 2005, the field of short gamma-ray burst (sGRB) studies
experienced a breakthrough (for reviews see Nakar 2007; Berger
2014) with the identification of the first host galaxies of sGRBs
and multi-wavelength observation (from X-ray to optical and
radio) of their afterglows (Berger et al. 2005; Fox et al. 2005;
Gehrels et al. 2005; Hjorth et al. 2005b; Villasenor et al. 2005).
These observations provided strong hints that sGRBs might be
associated with mergers of neutron stars with other neutron stars
or with black holes. These hints included: (i) their association with
both elliptical and star-forming galaxies (Barthelmy et al. 2005;
Prochaska et al. 2006; Berger et al. 2007; Ofek et al. 2007; Troja
et al. 2008; D’Avanzo et al. 2009; Fong et al. 2013), due to a very
wide range of delay times, as predicted theoretically(Bagot et al.
1998; Fryer et al. 1999; Belczynski et al. 2002); (ii) a broad
distribution of spatial offsets from host-galaxy centers(Berger
2010; Fong & Berger 2013; Tunnicliffe et al. 2014), which was
predicted to arise from supernova kicks(Narayan et al. 1992;
Bloom et al. 1999); and (iii) the absence of associated
supernovae(Fox et al. 2005; Hjorth et al. 2005c, 2005a;
Soderberg et al. 2006; Kocevski et al. 2010; Berger et al.
2013a). Despite these strong hints, proof that sGRBs were
powered by neutron star mergers remained elusive, and interest
intensified in following up gravitational-wave detections electro-
magnetically(Metzger & Berger 2012; Nissanke et al. 2013).

Evidence of beaming in some sGRBs was initially found by
Soderberg et al. (2006) and Burrows et al. (2006) and confirmed

by subsequent sGRB discoveries (see the compilation and
analysis by Fong et al. 2015 and also Troja et al. 2016). Neutron
star binary mergers are also expected, however, to produce
isotropic electromagnetic signals, which include (i) early optical
and infrared emission, a so-called kilonova/macronova (hereafter
kilonova; Li & Paczyński 1998; Kulkarni 2005; Rosswog 2005;
Metzger et al. 2010; Roberts et al. 2011; Barnes & Kasen 2013;
Kasen et al. 2013; Tanaka & Hotokezaka 2013; Grossman et al.
2014; Barnes et al. 2016; Tanaka 2016; Metzger 2017) due to
radioactive decay of rapid neutron-capture process (r-process)
nuclei(Lattimer & Schramm 1974, 1976) synthesized in
dynamical and accretion-disk-wind ejecta during the merger;
and (ii) delayed radio emission from the interaction of the merger
ejecta with the ambient medium (Nakar & Piran 2011; Piran et al.
2013; Hotokezaka & Piran 2015; Hotokezaka et al. 2016). The
late-time infrared excess associated with GRB 130603B was
interpreted as the signature of r-process nucleosynthesis (Berger
et al. 2013b; Tanvir et al. 2013), and more candidates were
identified later (for a compilation see Jin et al. 2016).
Here, we report on the global effort958 that led to the first joint

detection of gravitational and electromagnetic radiation from a
single source. An ∼ 100 s long gravitational-wave signal
(GW170817) was followed by an sGRB (GRB 170817A) and
an optical transient (SSS17a/AT 2017gfo) found in the host
galaxy NGC 4993. The source was detected across the
electromagnetic spectrum—in the X-ray, ultraviolet, optical,
infrared, and radio bands—over hours, days, and weeks. These
observations support the hypothesis that GW170817 was
produced by the merger of two neutron stars in NGC4993,
followed by an sGRB and a kilonova powered by the radioactive
decay of r-process nuclei synthesized in the ejecta.

Figure 1. Localization of the gravitational-wave, gamma-ray, and optical signals. The left panel shows an orthographic projection of the 90% credible regions from
LIGO (190 deg2; light green), the initial LIGO-Virgo localization (31 deg2; dark green), IPN triangulation from the time delay between Fermi and INTEGRAL (light
blue), and Fermi-GBM (dark blue). The inset shows the location of the apparent host galaxy NGC 4993 in the Swope optical discovery image at 10.9 hr after the
merger (top right) and the DLT40 pre-discovery image from 20.5 days prior to merger (bottom right). The reticle marks the position of the transient in both images.

958 A follow-up program established during initial LIGO-Virgo observations
(Abadie et al. 2012) was greatly expanded in preparation for Advanced LIGO-
Virgo observations. Partners have followed up binary black hole detections,
starting with GW150914 (Abbott et al. 2016a), but have discovered no firm
electromagnetic counterparts to those events.
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Confident BNS in O3: GW190425
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to 23.5 days. Even though the FAR estimation of single-detector
candidates is challenging (Callister et al. 2017), the matched-filter
pipelines are capable of identifying loud single-detector events.
GW170817 (Abbott et al. 2017b) was initially identified by
GSTLAL as a single-detector event. To further establish the
significance of GW190425, it was compared against the 169.5
days of background from O1 and O2 and 50 days of background
from O3 in the BNS part of the parameter space, and found to be
louder than any background event. The BNS region is defined as
the parameter space with component masses between 1 and 3 M:.
The results of this background analysis from the GSTLAL search
are shown in Figure 1, which shows the combined S/N–Y2 noise
probability density function for LHO, LLO, and Virgo. The
S/N–Y2 distributions from O1 and O2 are taken from the analysis
performed for GWTC-1 (Abbott et al. 2019c), while the S/N–Y2

distributions from O3 come from the low-latency search. The
S/N–Y2 background distributions are a subset of the parameters
that factor in the calculation of the log-likelihood ratio, which is
the detection statistic used by the GSTLAL search. These
background distributions allow us to include the S/N–Y2

information from all the triggers, and not just the trigger in
question while assigning the detection statistic. Events with low
S/Ns and accidentally small residuals would be disfavored by the
signal model, which also factors in the log-likelihood ratio.

As seen in Figure 1, there is no background recorded at the
GW190425 parameters in all the data searched over until now.
Thus, despite the caveats associated with finding signals in a
single detector, GW190425 is a highly significant event that
stands out above all background. In Appendix B we also show
the results from the PYCBC.

We sent out an alert ∼43 min after the trigger (LIGO
Scientific Collaboration & Virgo Collaboration 2019a), which
included a sky map computed using a rapid Bayesian algorithm
(Singer & Price 2016). We assigned GW190425 a �99%
probability of belonging to the BNS source category. The
initial sky map had a 90% credible region of 10,200 deg2.
Although data from both LLO and Virgo were used to

constrain the sky location, it extended over a large area due to
the fact that the signal was only observed with high confidence
in a single observatory. Gravitational-wave localization relies
predominantly on measuring the time delay between observa-
tories. However, in this case it is primarily the observed stain
amplitude that localizes the signal, with the more likely parts of
the sky being dominated by positions where the the antenna
response of LLO is favorable.
We generated an improved sky map using a Bayesian

analysis that sampled over all binary system parameters (see
Section 4), producing a 90% credible sky area of 8284 deg2 and
a distance constrained to �

�159 Mpc71
69 . This sky map, and the

initial low-latency map, are shown in Figure 2. As a
comparison, GW170817 was localized to within 28 deg2 at a
90% credible level. The broad probability region in the sky
map for this event presented a significant challenge for follow-
up searches for electromagnetic counterparts. At the time of
writing, no clear detection of a counterpart has been reported in
coincidence with GW190425 (e.g., Coughlin et al. 2019;
Hosseinzadeh et al. 2019; Lundquist et al. 2019, but also see
Pozanenko et al. 2019), although a wide range of searches for
coincident electromagnetic or neutrino signals have been
performed and reported in the GCN Circular archive.203

4. Source Properties

We have inferred the parameters of the GW190425 source
using a coherent analysis of the data from LLO and Virgo (in
the frequency range 19.4–2048 Hz) following the methodology
described in AppendixB of Abbott et al. (2019c).204 The low-
frequency cutoff of 19.4 Hz was chosen such that the signal
was in-band for the 128 s of data chosen for analysis. In this
frequency range there were ∼3900 phase cycles before merger.
We cleaned the data from LLO to remove lines from

calibration and from known environmental artifacts (Davis
et al. 2019; Driggers et al. 2019). For Virgo, we used the low-
latency data. The LLO data were subsequently pre-processed
(Cornish & Littenberg 2015; Pankow et al. 2018) to remove the
noise transient discussed in Section 2. Details of the transient
model and the data analyzed can be found in Abbott et al.
(2019b). The results have been verified to be robust to this
glitch removal by comparing the analysis of the pre-processed

Figure 1. Combined S/N–Y2 noise probability density function for LHO, LLO,
and Virgo in the BNS region, computed by adding the normalized 2D
histograms of background triggers in the S/N–Y S N2 2 plane from the three
detectors. The gold star indicates GW190425. There is no background present
at the position of GW190425; it stands out above all of the background
recorded in the Advanced LIGO and Virgo detectors in the first three observing
runs. The background contains 169.5 days of data from O1 and O2 and the first
50 days of O3, at times when any of the detectors were operating. For
comparison the LLO and LHO triggers for GW170817 are also shown in the
plot as blue and red diamonds, respectively.

Figure 2. Sky map for GW190425. The shaded patch is the sky map obtained
from the Bayesian parameter estimation code LALINFERENCE (Veitch et al. 2015)
(see Section 4) with the 90% confidence region bounded by the thin dotted
contour. The thick solid contour shows the 90% confidence region from the low-
latency sky localization algorithm BAYESTAR (Singer & Price 2016).

203 All GCN Circulars related to this event are archived athttps://gcn.gsfc.
nasa.gov/other/S190425z.gcn3.
204 From here on, we will use GW190425 to refer to the gravitational-wave
signal and as shorthand for the system that produced the signal.
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data with that using the non-pre-processed data and by
comparing results with a low-frequency cutoff of 30 Hz. We
estimated the noise spectra of the data from both detectors
using the methods described in Littenberg & Cornish (2015)
and Chatziioannou et al. (2019).

We estimated the posterior probability distribution for the
source model parameter space using the Bayesian stochastic
sampling software in LALINFERENCE (Veitch et al. 2015); the
analysis marginalized over the uncertainty in detector calibra-
tion (Cahillane et al. 2017). The data used in this analysis are
open-access and available from the Gravitational Wave Open
Science Centre (LIGO Scientific Collaboration & Virgo
Collaboration 2019b).

The primary analysis presented here was produced using the
PhenomPv2NRT signal model (Dietrich et al. 2019), a phenom-
enological waveform model for spin-precessing (Hannam et al.
2014; Khan et al. 2016) compact binary systems, which also
includes tidal interactions (Dietrich et al. 2017). At the S/N of
GW190425, it is not expected that systematic errors coming from
our choice of waveform approximant would be significant.
Indeed, comparisons between PhenomPv2NRT and effective-one-
body (EOB) tidal models (Hinderer et al. 2016; Nagar et al. 2018)
in the case of GW170817 suggested that even at the relatively
high S/N of 33, model systematics were subdominant to statistical
errors (Abbott et al. 2019c). To verify this expectation, we also
obtained results with three further models: SEOBNRv4Tsurrogate
(Hinderer et al. 2016; Steinhoff et al. 2016; Bohé et al. 2017;
Lackey et al. 2019), IMRPhenomDNRT (Husa et al. 2016; Khan
et al. 2016; Dietrich et al. 2017, 2019), and TaylorF2
(Sathyaprakash & Dhurandhar 1991; Poisson 1998; Mikóczi
et al. 2005; Arun et al. 2009; Bohé et al. 2013, 2015; Mishra et al.
2016) and conclude that our findings are robust with respect to
waveform systematics. We present details of this investigation in
Appendix D. For the PhenomPv2NRT and PhenomDNRT
waveforms, we applied the reduced-order quadrature method for
evaluating the likelihood (Smith et al. 2016; Baylor et al. 2019;
Smith 2019) to reduce the overall computational cost.

We chose a uniform prior between M1.00 : and M5.31 : for
the redshifted (detector-frame) component masses and used the
conventional definition that .m m1 2. As in Abbott et al. (2019d),
we present separate results from using different low-spin and
high-spin priors, with dimensionless spin magnitudes ( DD � ∣ ∣)
for both components uniformly distributed within D � 0.05 and
D � 0.89, respectively, and assuming that the spin directions are
isotropically distributed. The low-spin prior was chosen so as to
include the fastest pulsars among known Galactic BNS systems
that will merge within a Hubble time (Zhu et al. 2018) although,
as we show below, for this event the chirp mass is not consistent
with the known Galactic BNS systems. We gave the component
tidal deformability parameters uniform priors in the ranges
- � 0, 5 0001 [ ] and - � 0, 10 000 ;2 [ ] the distinct prior ranges
were selected to ensure that the priors did not affect regions with
significant posterior support. These prior ranges are consistent
with the constraints imposed by causality (Van Oeveren &
Friedman 2017).

All results below are given assuming the high-spin prior
unless otherwise stated. The secondary mass m2 has posterior
support near to the arbitrary bounds enforced by the reduced-
order quadrature method for PhenomPv2NRT. However,
results from the TaylorF2 waveform, with a lower prior bound
on m2 of 0.7, confirm that these restrictions do not affect the
overall results.

In Table 1 we summarize the inferred values for a selection
of the source parameters; unless otherwise stated, all bounds
are given by a 90% credible interval, symmetric in probability
about the median of the marginalized posterior probability
distribution for a given parameter. Frequency-dependent binary
parameters are quoted at 20 Hz.
Assuming a standard flat ΛCDM cosmology with Hubble

constant � � �H 67.9 km s Mpc0
1 1 and matter density para-

meter 8 � 0.306m (Ade et al. 2016), we infer the cosmological
redshift to be � �

�z 0.03 0.02
0.01. The redshift from peculiar velocity

is expected to be negligible (see Carrick et al. 2015). Therefore,
we find the source-frame chirp mass to be � �

�% M1.44 0.02
0.02

:.
From the source-frame chirp mass and inferred mass ratio, we
constrain the primary mass to the range M1.61, 2.52[ ] : and the
secondary mass to the range M1.12, 1.68[ ] : as shown in
Figure 3. We discuss the implications of the chirp mass and the
total system mass of �

� M3.4 0.1
0.3

: in Section 5.
Spin effects are measurable primarily through the effective

spin parameter Deff (Racine 2008; Ajith et al. 2011), which is
the mass-weighted sum of spins projected along the direction
perpendicular to the orbital plane. In Figure 4 we show the joint
posterior distribution between Deff and mass ratio ( �q m m2 1)
along with one-dimensional posterior distributions. The Deff–q
correlation causes a positive skew in the marginalized Deff
posterior (Cutler & Flanagan 1994). To quantify the support for
spins in GW190425, we calculated the Bayesian evidence for
the same PhenomPv2NRT model, but with spin effects turned
off. We found a Bayes factor of ∼1 between the non-spinning
and spinning cases, implying no evidence for or against spins.
In order to place Figure 4 in an astrophysical context, we also
show the mass ratios and expected effective spins at merger for
the two fastest Galactic BNS systems that are expected to
merge within a Hubble time. For the double pulsar J0737
−3039A/B, precise mass and spin-period measurements are
available for both components (Kramer et al. 2006). With a
mass ratio of 0.93, it is expected to have Deff between 0.008

Table 1
Source Properties for GW190425

Low-spin Prior
D � 0.05( )

High-spin Prior
D � 0.89( )

Primary mass m1 M1.60 1.87– : M1.61 2.52– :

Secondary mass m2 M1.46 1.69– : M1.12 1.68– :

Chirp mass% �
� M1.44 0.02

0.02
: �

� M1.44 0.02
0.02

:

Detector-frame chirp mass �
� M1.4868 0.0003

0.0003
: �

� M1.4873 0.0006
0.0008

:

Mass ratio m m2 1 0.8 – 1.0 0.4 – 1.0
Total mass mtot �

�3.3 M0.1
0.1

: �
� M3.4 0.1

0.3
:

Effective inspiral spin
parameter Deff

�
�0.012 0.01

0.01
�
�0.058 0.05

0.11

Luminosity distance DL �
�159 Mpc72

69
�
�159 Mpc71

69

Combined dimensionless
tidal deformability -̃

-600 -1100

Note. We give ranges encompassing the 90% credible intervals for the
PhenomPv2NRT model; in Appendix D we demonstrate these results are
robust to systematic uncertainty in the waveform. Mass values are quoted in
the frame of the source, accounting for uncertainty in the source redshift. For
the primary mass we give the 0%–90% interval, while for the secondary mass
and mass ratio we give the 10%–100% interval: the uncertainty on the
luminosity distance means that there is no well-defined equal-mass bound for
GW190425. The quoted 90% upper limits for -̃ are obtained by reweighting its
posterior distribution as detailed in Appendix F.1.
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BNS event detected strongly by LIGO Livingston, and weakly by Virgo (LIGO Hanford was off at the time)

~ 10,000 deg2

• Esamated distance 〜 159 Mpc
• EM signals should have been fainter even if they were 

emieed
• No clear EM counterpart was idenafied. 



Source localization with GW detectors
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• It is important to determine the locaMon of the source accurately so that 
astronomical telescopes can perform  follow-up observaMon to search for 
opMcal counterpart. 

• One laser interferometer can not determine the locaMon of short duraMon 
sources in the sky.

• Signals from different direcMon are received with the detector in the same 
way, and can not be disMnguished.



Source localization with GW detectors
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• We need 3 or more detectors to detemine the source location accurately

Gravitational waves

Arrival Cme of signal at each detector is 
different and the difference depends on the 
locaCon in the sky.
With 3 or more detectors, the direcCon to 
the source can be determined. 

HV

HL

LV
V

S

Sv

L

H

LV

HL

HV

Figure 2: Source localization by triangulation for the aLIGO-AdV network. The locus of constant
time delay (with associated timing uncertainty) between two detectors forms an annulus on the
sky concentric about the baseline between the two sites. For three detectors, these annuli may
intersect in two locations. One is centered on the true source direction, S, while the other (S0) is
its mirror image with respect to the geometrical plane passing through the three sites. For four or
more detectors there is a unique intersection region of all of the annuli. Figure adapted from [22].

bandwidth is ⇠ 100Hz, determined by the most sensitive frequencies of the detector. For shorter
transients the bandwidth �f depends on the specific signal. For example, GWs emitted by various
processes in core-collapse supernovae are anticipated to have relatively large bandwidths, between
150-500Hz [23, 24, 25, 26], largely independent of detector configuration. By contrast, the sky
localization region for narrowband burst signals may consist of multiple disconnected regions; see
for example [27, 12].

Finally, we note that some GW searches are triggered by electromagnetic observations, and in
these cases localization information is known a priori. For example, in GW searches triggered by
gamma-ray bursts [10] the triggering satellite provides the localization. The rapid identification of
a GW counterpart to such a trigger could prompt further followups by other observatories. This
is of particular relevance to binary mergers, which are considered the likely progenitors of most
short gamma-ray bursts. It is therefore important to have high-energy satellites operating during
the advanced detector era.

Finally, it is also worth noting that all GW data are stored permanently, so that it is possible
to perform retroactive analyses at any time.

3.2 Detection and False Alarm Rates

The rate of BNS coalescences is uncertain, but is currently predicted to lie between 10�8 �
10�5Mpc�3 yr�1 [28]. This corresponds to between 0.4 and 400 signals above SNR 8 per year
of observation for a single aLIGO detector at final sensitivity [28]. The predicted observable rates
for NS-BH and BBH are similar. Expected rates for other transient sources are lower and/or less
well constrained.

The rate of false alarm triggers above a given SNR will depend critically upon the data quality of

11



KAGRA O4 and later
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• The next LIGO-Virgo-KAGRA observing run (O4) is planned to start in mid-December 2022.
• KAGRA will join O4 from the beginning.  

• Upgrade works toward O4 is in progress.

• Expected sensi%vity of KAGRA at O4 is sMll not so great compared to LIGO-Virgo.

Expected binary neutron star detecMon range    (ref. h>ps://gwcenter.icrr.u-tokyo.ac.jp/en/archives/1581)

LIGO: 160 - 190 Mpc
Virgo: 80 - 115 Mpc
KAGRA:  1 - 10 Mpc

• But we will conMnue our effort to achive beaer sensiMvity, and toward the design sensiMviy
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Assumed sensitivity (BNS range)
LIGO 120Mpc, Virgo 60Mpc, KAGRA 25Mpc

Ref: GW170817:  28-31 deg2

Source localization
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NS-NS @180Mpc
(1.4,1.4)Msun LHV LHVK

median of δΩ [Deg2] 30.25 9.5

L:LIGO-Livingston
H:LIGO-Hanford
V: Virgo
K: KAGRA
I: LIGO-India

J.Veitch et al., PRD85, 104045 (2012)
(Bayesian inference )
See also Rodriguez et al.  1309.3273

(95%CI)

(10,1.4)Msun LHV LHVK LHVKI

median of δΩ [Deg2] 21.5 8.44 4.86

(Tagoshi, Mishra, Arun, Pai, PRD90, 024053 (2014) , Fisher matrix)

BH-NS @200Mpc

At design sensitivity

Ref: GW170817:  28-31 deg2  @ 40 Mpc
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Low latency alert
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R. Magee et al. ApJ L. 910, L21 (2021)

GW170817 alert latency
Alert: ~40 min.,   Sky map: ~5 hrs

O3: autonomous preliminary GCN Notice started
Preliminary GCN Notice latency:  7.0+92

-4 minutes
(automated process could not work for several cases) 

O4 sensitivity. The effect is less severe for early warning times
just before merger, but low frequency noise is a major barrier to
advancing alerts.

Figures 2 and 3 demonstrate that the GW alert system is capable
of providing GW alerts before merger, but they do not consider the
prospects for detection from an astrophysical source population.
We generate a population of simulated BNS signals, henceforth
referred to as injections, using the TaylorF2 (Sathyaprakash &
Dhurandhar 1991; Blanchet et al. 1995, 2005; Buonanno et al.
2009) waveform model. Both source-frame component masses are
drawn from a Gaussian distribution between 1.0Me<m1,
m2< 2.0Me with mean mass of 1.33Me and standard deviation
of 0.09Me, modeled after observations of galactic BNSs (Özel &
Freire 2016).40 The neutron stars in the population are
nonspinning, motivated by the low spins of BNSs expected
to merge within a Hubble time (Burgay et al. 2003; Zhu et al.
2018). The signals are distributed uniformly in comoving
volume up to a redshift of z= 0.2. We consider a network of

four GW detectors: LIGO-Hanford, LIGO-Livingston, Virgo,
and KAGRA at their projected O4 sensitivities.41 We simulate
the results of an early warning matched-filtering pipeline by
considering six different discrete frequency cutoffs: 29, 32, 38,
49, 56, and 1024 Hz to analyze signal recovery at (approxi-
mately) 58, 44, 28, 14, 10, and 0 s before merger, motivated by
Sachdev et al. (2020). We calculate the network S/N of each
injection at each frequency cutoff and consider the events that
pass an S/N cutoff of 12.0 as “detected.” We then calculate the
sky posteriors for each of the detected signals by using
BAYESTAR (Singer & Price 2016). We use the most recent
BNS local merger rate from Abbott et al. (2020b) of

�
� � �320 Gpc yr240

410 3 1 to estimate the number of events detected
per year in the detector network. In Figure 4(a) we see that our
optimistic scenario predicts �

�5 4
7 GCN will be received 1 s

before merger per year, while our pessimistic scenario predicts
' 1( ) GCN will be received 1 s before merger per year
considering the higher end of the BNS rate. Figure 4(b) predicts
that ∼9 events will be detected per year, out of which ∼20%

Figure 1. The upper half of the figure illustrates the complete pipeline and interaction of the various (sub)systems, mentioned in Section 2, responsible for
disseminating early warning alerts. The waveform evolution with time is shown in the bottom half along with the dependence of the sky-localization area on the cutoff
time of the early warning templates and the accumulated S/N during the binary inspiral. The waveforms, time to merger, S/N, and localizations in this figure are
qualitative.

40 Note that if GW190425 is a BNS, then galactic measurements are not
representative of neutron star masses. 41 https://dcc.ligo.org/LIGO-T2000012/public
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GW170817 alert latency
Alert: ~40 min.,   Sky map: ~5 hrs

O3: autonomous preliminary GCN Noace started
Preliminary GCN Noace latency:  7.0+92

-4 minutes
(automated process could not work for several cases) 

(∼1.3%) will be detected 10 s (60 s) before merger. Further,
∼3% of the detectable events (∼1 BNS every 3–4 yr) will be
detected 10 s prior to merger and have a localization less than

100 deg2 at O4 sensitivities. This highlights the need for
continued latency improvements in advance of O4 to maximize
the potential of capturing prompt emission.

Figure 2. Latencies associated with early warning uploads from the GstLAL (top) and SPIIR (bottom) pipelines. Design differences between the pipelines lead to
distinct distributions for the time before merger at which a candidate is identified. The left panels indicate that ∼85% and ∼35% of the uploaded GstLAL and SPIIR
candidates, respectively, are localized prior to merger. The right panels demonstrate that despite differences in latencies associated with event identification, the scatter
of the remaining processes is remarkably similar.

Figure 3. A history of end-to-end latencies across public alerts in the first three observing runs and the mock data challenge is presented here (Abbott et al. 2019a).
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O4 sensitivity. The effect is less severe for early warning times
just before merger, but low frequency noise is a major barrier to
advancing alerts.

Figures 2 and 3 demonstrate that the GW alert system is capable
of providing GW alerts before merger, but they do not consider the
prospects for detection from an astrophysical source population.
We generate a population of simulated BNS signals, henceforth
referred to as injections, using the TaylorF2 (Sathyaprakash &
Dhurandhar 1991; Blanchet et al. 1995, 2005; Buonanno et al.
2009) waveform model. Both source-frame component masses are
drawn from a Gaussian distribution between 1.0Me<m1,
m2< 2.0Me with mean mass of 1.33Me and standard deviation
of 0.09Me, modeled after observations of galactic BNSs (Özel &
Freire 2016).40 The neutron stars in the population are
nonspinning, motivated by the low spins of BNSs expected
to merge within a Hubble time (Burgay et al. 2003; Zhu et al.
2018). The signals are distributed uniformly in comoving
volume up to a redshift of z= 0.2. We consider a network of

four GW detectors: LIGO-Hanford, LIGO-Livingston, Virgo,
and KAGRA at their projected O4 sensitivities.41 We simulate
the results of an early warning matched-filtering pipeline by
considering six different discrete frequency cutoffs: 29, 32, 38,
49, 56, and 1024 Hz to analyze signal recovery at (approxi-
mately) 58, 44, 28, 14, 10, and 0 s before merger, motivated by
Sachdev et al. (2020). We calculate the network S/N of each
injection at each frequency cutoff and consider the events that
pass an S/N cutoff of 12.0 as “detected.” We then calculate the
sky posteriors for each of the detected signals by using
BAYESTAR (Singer & Price 2016). We use the most recent
BNS local merger rate from Abbott et al. (2020b) of

�
� � �320 Gpc yr240

410 3 1 to estimate the number of events detected
per year in the detector network. In Figure 4(a) we see that our
optimistic scenario predicts �

�5 4
7 GCN will be received 1 s

before merger per year, while our pessimistic scenario predicts
' 1( ) GCN will be received 1 s before merger per year
considering the higher end of the BNS rate. Figure 4(b) predicts
that ∼9 events will be detected per year, out of which ∼20%

Figure 1. The upper half of the figure illustrates the complete pipeline and interaction of the various (sub)systems, mentioned in Section 2, responsible for
disseminating early warning alerts. The waveform evolution with time is shown in the bottom half along with the dependence of the sky-localization area on the cutoff
time of the early warning templates and the accumulated S/N during the binary inspiral. The waveforms, time to merger, S/N, and localizations in this figure are
qualitative.

40 Note that if GW190425 is a BNS, then galactic measurements are not
representative of neutron star masses. 41 https://dcc.ligo.org/LIGO-T2000012/public
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How early BNS trigger information 
can be uploaded to  GraceDB
before merger time

~85% (GstLAL)
~35% (SPIIR)        could be done before merger

(∼1.3%) will be detected 10 s (60 s) before merger. Further,
∼3% of the detectable events (∼1 BNS every 3–4 yr) will be
detected 10 s prior to merger and have a localization less than

100 deg2 at O4 sensitivities. This highlights the need for
continued latency improvements in advance of O4 to maximize
the potential of capturing prompt emission.

Figure 2. Latencies associated with early warning uploads from the GstLAL (top) and SPIIR (bottom) pipelines. Design differences between the pipelines lead to
distinct distributions for the time before merger at which a candidate is identified. The left panels indicate that ∼85% and ∼35% of the uploaded GstLAL and SPIIR
candidates, respectively, are localized prior to merger. The right panels demonstrate that despite differences in latencies associated with event identification, the scatter
of the remaining processes is remarkably similar.

Figure 3. A history of end-to-end latencies across public alerts in the first three observing runs and the mock data challenge is presented here (Abbott et al. 2019a).
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(∼1.3%) will be detected 10 s (60 s) before merger. Further,
∼3% of the detectable events (∼1 BNS every 3–4 yr) will be
detected 10 s prior to merger and have a localization less than

100 deg2 at O4 sensitivities. This highlights the need for
continued latency improvements in advance of O4 to maximize
the potential of capturing prompt emission.

Figure 2. Latencies associated with early warning uploads from the GstLAL (top) and SPIIR (bottom) pipelines. Design differences between the pipelines lead to
distinct distributions for the time before merger at which a candidate is identified. The left panels indicate that ∼85% and ∼35% of the uploaded GstLAL and SPIIR
candidates, respectively, are localized prior to merger. The right panels demonstrate that despite differences in latencies associated with event identification, the scatter
of the remaining processes is remarkably similar.

Figure 3. A history of end-to-end latencies across public alerts in the first three observing runs and the mock data challenge is presented here (Abbott et al. 2019a).
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GW190425
Initial sky map by BAYESTAR:                                10,200 deg2 (90% credible region)

Improved sky map using a Bayesian analysis:    8,284 deg2 (90% credible region)

BAYESTAR ~ a few seconds, 

It takes time to obtain an improved sky map with full Bayesian  analysis (>hours)

to 23.5 days. Even though the FAR estimation of single-detector
candidates is challenging (Callister et al. 2017), the matched-filter
pipelines are capable of identifying loud single-detector events.
GW170817 (Abbott et al. 2017b) was initially identified by
GSTLAL as a single-detector event. To further establish the
significance of GW190425, it was compared against the 169.5
days of background from O1 and O2 and 50 days of background
from O3 in the BNS part of the parameter space, and found to be
louder than any background event. The BNS region is defined as
the parameter space with component masses between 1 and 3 M:.
The results of this background analysis from the GSTLAL search
are shown in Figure 1, which shows the combined S/N–Y2 noise
probability density function for LHO, LLO, and Virgo. The
S/N–Y2 distributions from O1 and O2 are taken from the analysis
performed for GWTC-1 (Abbott et al. 2019c), while the S/N–Y2

distributions from O3 come from the low-latency search. The
S/N–Y2 background distributions are a subset of the parameters
that factor in the calculation of the log-likelihood ratio, which is
the detection statistic used by the GSTLAL search. These
background distributions allow us to include the S/N–Y2

information from all the triggers, and not just the trigger in
question while assigning the detection statistic. Events with low
S/Ns and accidentally small residuals would be disfavored by the
signal model, which also factors in the log-likelihood ratio.

As seen in Figure 1, there is no background recorded at the
GW190425 parameters in all the data searched over until now.
Thus, despite the caveats associated with finding signals in a
single detector, GW190425 is a highly significant event that
stands out above all background. In Appendix B we also show
the results from the PYCBC.

We sent out an alert ∼43 min after the trigger (LIGO
Scientific Collaboration & Virgo Collaboration 2019a), which
included a sky map computed using a rapid Bayesian algorithm
(Singer & Price 2016). We assigned GW190425 a �99%
probability of belonging to the BNS source category. The
initial sky map had a 90% credible region of 10,200 deg2.
Although data from both LLO and Virgo were used to

constrain the sky location, it extended over a large area due to
the fact that the signal was only observed with high confidence
in a single observatory. Gravitational-wave localization relies
predominantly on measuring the time delay between observa-
tories. However, in this case it is primarily the observed stain
amplitude that localizes the signal, with the more likely parts of
the sky being dominated by positions where the the antenna
response of LLO is favorable.
We generated an improved sky map using a Bayesian

analysis that sampled over all binary system parameters (see
Section 4), producing a 90% credible sky area of 8284 deg2 and
a distance constrained to �

�159 Mpc71
69 . This sky map, and the

initial low-latency map, are shown in Figure 2. As a
comparison, GW170817 was localized to within 28 deg2 at a
90% credible level. The broad probability region in the sky
map for this event presented a significant challenge for follow-
up searches for electromagnetic counterparts. At the time of
writing, no clear detection of a counterpart has been reported in
coincidence with GW190425 (e.g., Coughlin et al. 2019;
Hosseinzadeh et al. 2019; Lundquist et al. 2019, but also see
Pozanenko et al. 2019), although a wide range of searches for
coincident electromagnetic or neutrino signals have been
performed and reported in the GCN Circular archive.203

4. Source Properties

We have inferred the parameters of the GW190425 source
using a coherent analysis of the data from LLO and Virgo (in
the frequency range 19.4–2048 Hz) following the methodology
described in AppendixB of Abbott et al. (2019c).204 The low-
frequency cutoff of 19.4 Hz was chosen such that the signal
was in-band for the 128 s of data chosen for analysis. In this
frequency range there were ∼3900 phase cycles before merger.
We cleaned the data from LLO to remove lines from

calibration and from known environmental artifacts (Davis
et al. 2019; Driggers et al. 2019). For Virgo, we used the low-
latency data. The LLO data were subsequently pre-processed
(Cornish & Littenberg 2015; Pankow et al. 2018) to remove the
noise transient discussed in Section 2. Details of the transient
model and the data analyzed can be found in Abbott et al.
(2019b). The results have been verified to be robust to this
glitch removal by comparing the analysis of the pre-processed

Figure 1. Combined S/N–Y2 noise probability density function for LHO, LLO,
and Virgo in the BNS region, computed by adding the normalized 2D
histograms of background triggers in the S/N–Y S N2 2 plane from the three
detectors. The gold star indicates GW190425. There is no background present
at the position of GW190425; it stands out above all of the background
recorded in the Advanced LIGO and Virgo detectors in the first three observing
runs. The background contains 169.5 days of data from O1 and O2 and the first
50 days of O3, at times when any of the detectors were operating. For
comparison the LLO and LHO triggers for GW170817 are also shown in the
plot as blue and red diamonds, respectively.

Figure 2. Sky map for GW190425. The shaded patch is the sky map obtained
from the Bayesian parameter estimation code LALINFERENCE (Veitch et al. 2015)
(see Section 4) with the 90% confidence region bounded by the thin dotted
contour. The thick solid contour shows the 90% confidence region from the low-
latency sky localization algorithm BAYESTAR (Singer & Price 2016).

203 All GCN Circulars related to this event are archived athttps://gcn.gsfc.
nasa.gov/other/S190425z.gcn3.
204 From here on, we will use GW190425 to refer to the gravitational-wave
signal and as shorthand for the system that produced the signal.
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Efforts to reduce the computation time

• Morisaki, Raymond (PRD102, 104020 (2020))  take into account of information from detection pipelines
• Morisaki (PRD104, 044062 (2021)) Divide frequency range of signal
• Eunsub, Morisaki, Tagoshi, 2203.05216, Use another parameters for masses and spins

• Sky map generation with machine learning
Chatterjee et al. (PRD100, 103025 (2019))
Sasaoka et al. 2202.12784



Sky map generation with machine learning

2716Sky localization of gravitational wave sources with 1D ResNet      Bin-Hua Hsieh

20220316 JPS 2022 Annual (77th) Meeting

Test result demonstration on 3-detector signal with simulated noise
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• Core collapse supernovae GW can be detected  within ~10kpc, and within ~100kpc for rapidly rotating progenitors
• Sky localization accuracy of supernova signals may not be very good 

• For better sky localization, we need observation with 3 or more detectors. 
• Since the ducy cycle of each detector is < 90%, there are time when one or more detectors are down. 
• In order to increase the observing time with 3 detectors, we need KAGRA. 

• Low latency alerts to GCN have been issued. 
• Efforts are ongoing to reduce the latency of alert and to obtain accurate sky map earlier. 

• Development and testing of early warning (pre-merger) alert are ongoing. 
• It is better to improve the sensitivity at lower frequency of detectors to obtain  better S/N and better sky localization 

accuracy form early warning alert. 
• Upgraded LIGO/Virgo/KAGRA or 3rd generation detectors may be needed. 
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In the design sensitivity era with three detectors, Sachdev

et al. (2020) have shown that about half of the total detectable
BNSs will be found 10 s before merger, and about 2% will be
identified before merger and localized to within 100 deg2.
Sachdev et al. (2020) used the GstLAL pipeline in an early
warning configuration to assign FARs to simulated BNS
signals to estimate these rates.42 We extend this to include
KAGRA in the detector network, but we estimate rates based
on a fiducial S/N cutoff of 12. We find that our zero-latency
scenario improves to ∼2 BNS observable 1 minute before
coalescence. Assuming 25 s of pipeline latency, ∼1 BNS will
be localized and disseminated 1 minute before merger every
2 yr. The localization prospects similarly improve. At design
sensitivity, ∼3 BNS every year will be detected 10 s prior to
merger and have localizations 100 deg2, ∼2 signals per year
will be detected 15 s prior to merger with similar localization.
The detection rates estimated by Nitz et al. (2020) are
comparable to ours, considering their use of a larger BNS rate
density (∼3 times ours) and a less strict criterion for the
detectability of a signal (network S/N> 10).

The next generation of ground-based interferometers will
offer unparalleled early warning capabilities. Using a similar
S/N detection threshold (but further mandating that at least two
interferometers measure S/Ns above 5.5), Chan et al. (2018)
found that the Einstein Telescope can alert observers up to 20
hr in advance for 58% of detectable BNS at 200Mpc and 100%
at 40Mpc. The majority of these signals will be well localized.

A similar study by Akcay (2019) with an S/N detection
threshold of 15 found that the Einstein Telescope will provide
early notice for ' 102( ) BNS mergers in the next decade.
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Appendix

A summary of the five early warning alerts described in
Section 3 are included here in Table 1.

Figure 4. (a) Projected O4 early warning detection rate assuming 0 s (blue) and 25 s (red) end-to-end latencies from the GW alert system. The worst case scenario
assumes 5 s for calibration and data transfer, 5 s for pipeline analysis, and 15 s for event upload and GCN creation. The rate of expected detections was estimated from
a simulated data set assuming a 100% detector duty cycle for the 4-detector HLVK network. The uncertainty bands reflect the (5%, 95%) confidence region for the
BNS rate. Signals with network S/Ns greater than 12 are considered recovered. (b) The expected localization distribution for BNS detections at six approximate early
warning times. No latencies are included in this figure. The inclusion of an end-to-end latency does not shift the histogram itself; the labeled times before merger
would all systematically shift instead. Both plots use the BNS rates estimated in Abbott et al. (2020b).

42 Note that the estimated BNS rate at the time of Sachdev et al. (2020) was
approximately three times larger than the updated rate presented in Abbott et al.
(2020b).
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