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Inspiral Gravitational waves from  
NS-mergers

Mchirp = m⌘3/5
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• 0PN: chirp mass: 

• 1PN: symmetric mass: 

• 1.5PN: spin (spin-orbit):  

• 5PN: >dal deformability: 

• amplitude: (distance, inclina>on):

Ref:	K.	Hotokezaka	et	al.	2013

x := (⇡mfGW)2/3 ⇡
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PostNewtonian	Parameter	(relaCvisCc	correcCon):
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�
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EvoluCon	of	the	GW	phase	(frequency)
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(DL, ◆)



Gravitational wave detectors

• GW sources for ground-based GW detectors 
• Compact binary mergers 
• Core collapse Super Novae 
• Rotating Neutron stars 
• Primordial GW (Inflation)  
• Cosmic Strings

Advanced	LIGO

Advanced	Virgo KAGRAh]ps://www.ligo.caltech.edu/

h]p://gwcenter.icrr.u-tokyo.ac.jp/h]p://www.virgo-gw.eu/

Livingston

Hanford

http://gwcenter.icrr.u-tokyo.ac.jp/
http://www.virgo-gw.eu/


• Various	transient	EM	counterparts	
that	asscociate	NS	binary	mergers:	

• short-hard	gamma-ray-burst	
• A`erglow	
• cocoon	emission	
• kilonovae/macronovae	
• radio	flare,	etc.	

• Host	galaxy	idenCficaCon,	remnant	
properCes,	environment		

• Possible	main	synthesis	site		
of	r-process	nuclei	in	the	universe

Ref:	B.	Metzger	and	E.	Berger	2012

Electromagnetic Counterparts 
to NS binary mergers



• LIGO-Virgo: observation 
(FAR<0.25 yr-1): 

• BBH (BH-BH): 63 

• BNS (NS-NS): 2  

• GW170817, GW190425 
• NSBH: 1(3) 

• (GW200105), GW200115 
(GW190814 →BBH?) 

Observed	GW	events 12

ral range, which quantifies the average distance at which
a fiducial 1.4M� + 1.4M� BNS could be detected with a
signal-to-noise ratio (SNR) of 8 [20–22]. During O3b the
median BNS inspiral range for LIGO Livingston, LIGO
Hanford and Virgo was 133 Mpc, 115 Mpc and 51 Mpc,
respectively. In Fig. 1 we show the growth in the num-
ber of candidates in the LVK catalog across observing
runs. Here, the search sensitivity is quantified by the
BNS time–volume, which should be approximately pro-
portional to the number of detections [3]. This is defined
as the observing time multiplied by the Euclidean sen-
sitive volume for the detector network [22]. For O1 and
O2, the observing time includes periods when at least
two detectors were observing, and the Euclidean sensi-
tive volume is the volume of a sphere with a radius equal
to the BNS inspiral range of the second most sensitive
detector in the network. For O3, to account for the po-
tential of single-detector triggers, the observing time also
includes periods when only one detector was observing,
and the radius of the Euclidean sensitive volume is the
greater of either (i) the BNS inspiral range of the second
most sensitive detector, or (ii) the BNS inspiral range of
the most sensitive detector divided by 1.5 (correspond-
ing to a SNR threshold of 12) [3]. As the sensitivity of
the detector network improves [23], the rate of discovery
increases.

Further searches for GW transients in O3b data have
been conducted focusing on: intermediate-mass black
hole (IMBH) binaries (with a component & 65M� and a
final BH & 100M�) [24], signals coincident with gamma-
ray bursts [25], cosmic strings [26], and both minimally
modeled short-duration (. O(1) s, such as from super-
novae explosions) [27] and long-duration (& O(1) s, such
as from deformed magnetars or from accretion-disk insta-
bilities) [28] signals. However, no high-significance can-
didates for types of signals other than the CBCs reported
here have yet been found.

We begin with an overview of the status of the Ad-
vanced LIGO and Advanced Virgo detectors during O3b
(Sec. II), and the properties and quality of the data used
in the analyses (Sec. III). We report the significance of
the candidates identified by template-based and mini-
mally modeled search analyses, and compare this set of
candidates to the low-latency public GW alerts issued
during O3b (Sec. IV). We describe the inferred astro-
physical parameters for the O3b candidates (Sec. V). Fi-
nally, we show the consistency of reconstructed wave-
forms with those expected for CBCs (Sec. VI). In the
Appendices, we review public alerts and their multimes-
senger follow-up (Appendix A); we describe commission-
ing of the observatories for O3b (Appendix B); we de-
tail data-analysis methods used to assess data quality
(Appendix C), search for signals (Appendix D) and in-
fer source properties (Appendix E), and we discuss the
di�culties in assuming a source type when performing a
minimally modeled search analyses (Appendix F). A data
release associated with this catalog is available from the
Gravitational Wave Open Science Center (GWOSC) [29];
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Figure 1. The number of CBC detection candidates with
a probability of astrophysical origin pastro > 0.5 versus the
detector network’s e↵ective surveyed time–volume for BNS
coalescences [3]. The colored bands indicate the di↵erent ob-
serving runs. The final data sets for O1, O2, O3a and O3b
consist of 49.4 days, 124.4 days, 149.8 days (177.2 days) and
125.5 days (142.0 days) with at least two detectors (one de-
tector) observing, respectively. The cumulative number of
probable candidates is indicated by the solid black line, while
the blue line, dark blue band and light blue band are the me-
dian, 50% confidence interval and 90% confidence interval for
a Poisson distribution fit to the number of candidates at the
end of O3b.

this includes calibrated strain time-series around signif-
icant candidates, detection-pipeline results, parameter-
estimation posterior samples, source localizations, and
tables of inferred source parameters.

II. INSTRUMENTS

The Advanced LIGO [1] and Advanced Virgo [2] in-
struments are kilometer-scale laser interferometers [30–
32]. The advanced generation of interferometers be-
gan operations in 2015, and observing periods have
been alternated with commissioning periods [23]. After
O1 [13, 33] and O2 [14], the sensitivity of the interfer-
ometers has improved significantly [3, 34]. The main im-
provements were the adjustment of in-vacuum squeezed-
light sources, or squeezers, for the LIGO Hanford and
LIGO Livingston interferometers and the increase of the
laser power in the Virgo interferometer. The instrumen-
tal changes leading to improved sensitivities during O3b
are discussed in Appendix B.

Figure 2 shows representative sensitivities during O3b
for LIGO Hanford, LIGO Livingston and Virgo, as char-
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the component spin � [136]. This allows for the possi-
bility that one or more of the low-mass components is
rapidly rotating.

We draw similar conclusions about each event if we
interpret the sharp decrease in merger rate near 2.5M�
seen in the PDB analysis as the separation between NS
and BH mass ranges. (This interpretation does not im-
ply that Mmax,TOV and M

gap
low need to agree: M

gap
low could

be below Mmax,TOV if the heaviest NSs the EOS can sup-
port are not realized in nature, or M

gap
low could be above

Mmax,TOV if the lower mass gap occurs within the BH
mass spectrum.) Following [106], we compare the com-
ponent mass measurements against the inferred M

gap
low pa-

rameter from the PDB model, as shown in Fig. 6, and list
the probabilities P (m < M

gap
low ) in Table III. The same

four events are consistent with BNSs or NSBHs.
Fig. 6 also plots the component mass posteriors for two

FAR < 1 yr�1 events from Table I that may contain NSs,
if astrophysical in origin. In particular, GW190426 and
GW190917 have masses consistent with NSBH systems
[3, 4]. This classification is confirmed by the P (m <

Mmax,TOV) and P (m < M
gap
low ) probabilities calculated

for them in Table III.

B. Mass distribution

Using the FAR < 0.25 yr�1 events classified as BNSs
or NSBHs in Table III, we infer the mass distribution of
NSs in merging compact binaries. We adopt the Power
and Peak parametric mass models described in Sec. III
and implement a selection function based on a semi-
analytic approximation of the integrated network sen-
sitivity V T , fixing the redshift evolution of the popula-
tion and ignoring spins when estimating the detection
fraction. The population hyper-parameters are sampled
from uniform prior distributions, subject to the condition
mmin  µ  mmax in the Peak model, except that we
assume that the maximum mass in the NS population,
mmax, does not exceed Mmax,TOV. This is consistent
with our use of the nonrotating maximum NS mass to
classify the events, and amounts to an assumption that
the NSs observed via inspiral gravitational waves are not
rotationally supported. In practice, this means imposing
a prior proportional to the cumulative distribution func-
tion of Mmax,TOV, as shown in the inset of Fig. 7 and
detailed in Appendix B 1.

The inferred mass distributions for these two models
are plotted in Fig. 7. The posterior population distri-
bution for the Power model has ↵ = �2.0+5.1

�7.0, consis-
tent with a uniform mass distribution, although the me-
dian distribution is a decreasing function of mass. The
power-law hyper-parameter is most strongly constrained
relative to the flat ↵ 2 [�12, 4] prior on the low end.
The two bumps in the 90% credible interval visible in
Fig. 7 correspond respectively to the minimum and max-
imum mass cuto↵s of the population model realizations
with ↵ < 0 and ↵ > 0. The median inferred Peak

FIG. 6. Masses for events with at least one candidate neutron
star. Upper panel: one-dimensional posterior distributions for
the masses of the candidate NSs, as compared to estimates
of the maximum NS mass based on the dense-matter EOS [9]
(Mmax,TOV) and on the inferred location of the lower mass
gap in Sec. IV’s PDB analysis (Mgap

low ). Primary components
are shown dash-dotted. GW190814’s secondary component
lies above both estimates of the maximum NS mass. Lower
panel: two-dimensional 50% (shaded) and 90% (unshaded)
credible regions for the binary masses of each candidate NS
merger. The marginal events GW190426 and GW190917 are
shown dotted. The 90% credible intervals of the maximum
NS mass posterior inferred from the EOS and from the lower
mass gap location are also plotted. GW190814 occupies a
distinct region of the m1-m2 plane compared to the events
deemed BNSs or NSBHs.

distribution is relatively flat, and the peak width and lo-
cation are almost entirely unconstrained relative to the
prior: � = 1.1+0.8

�0.8 M� and µ = 1.5+0.4
�0.4 M� for a uni-

form � 2 [0.01, 2.00] M� and µ 2 [1, 3] M� prior subject
to mmin  µ  mmax. Thus, the gravitational wave
observations to date do not support a NS mass distribu-
tion with a pronounced single peak. This contrasts with
the Galactic BNS subpopulation, whose mass distribu-
tion is sharply peaked around 1.35 M� [39, 41, 137], as
shown for comparison in Fig. 7. The mass distribution
of NSs observed in gravitational waves is broader and
has greater support for high-mass NSs. This latter point

ref)	GTWC-3:		Abbo]	et	al.	2021



GW170817: GW+EM detection 
from a NS-NS (BNS) merger

In the mid-1960s, gamma-ray bursts (GRBs) were discovered
by the Vela satellites, and their cosmic origin was first established
by Klebesadel et al. (1973). GRBs are classified as long or short,
based on their duration and spectral hardness(Dezalay et al. 1992;
Kouveliotou et al. 1993). Uncovering the progenitors of GRBs
has been one of the key challenges in high-energy astrophysics
ever since(Lee & Ramirez-Ruiz 2007). It has long been
suggested that short GRBs might be related to neutron star
mergers (Goodman 1986; Paczynski 1986; Eichler et al. 1989;
Narayan et al. 1992).

In 2005, the field of short gamma-ray burst (sGRB) studies
experienced a breakthrough (for reviews see Nakar 2007; Berger
2014) with the identification of the first host galaxies of sGRBs
and multi-wavelength observation (from X-ray to optical and
radio) of their afterglows (Berger et al. 2005; Fox et al. 2005;
Gehrels et al. 2005; Hjorth et al. 2005b; Villasenor et al. 2005).
These observations provided strong hints that sGRBs might be
associated with mergers of neutron stars with other neutron stars
or with black holes. These hints included: (i) their association with
both elliptical and star-forming galaxies (Barthelmy et al. 2005;
Prochaska et al. 2006; Berger et al. 2007; Ofek et al. 2007; Troja
et al. 2008; D’Avanzo et al. 2009; Fong et al. 2013), due to a very
wide range of delay times, as predicted theoretically(Bagot et al.
1998; Fryer et al. 1999; Belczynski et al. 2002); (ii) a broad
distribution of spatial offsets from host-galaxy centers(Berger
2010; Fong & Berger 2013; Tunnicliffe et al. 2014), which was
predicted to arise from supernova kicks(Narayan et al. 1992;
Bloom et al. 1999); and (iii) the absence of associated
supernovae(Fox et al. 2005; Hjorth et al. 2005c, 2005a;
Soderberg et al. 2006; Kocevski et al. 2010; Berger et al.
2013a). Despite these strong hints, proof that sGRBs were
powered by neutron star mergers remained elusive, and interest
intensified in following up gravitational-wave detections electro-
magnetically(Metzger & Berger 2012; Nissanke et al. 2013).

Evidence of beaming in some sGRBs was initially found by
Soderberg et al. (2006) and Burrows et al. (2006) and confirmed

by subsequent sGRB discoveries (see the compilation and
analysis by Fong et al. 2015 and also Troja et al. 2016). Neutron
star binary mergers are also expected, however, to produce
isotropic electromagnetic signals, which include (i) early optical
and infrared emission, a so-called kilonova/macronova (hereafter
kilonova; Li & Paczyński 1998; Kulkarni 2005; Rosswog 2005;
Metzger et al. 2010; Roberts et al. 2011; Barnes & Kasen 2013;
Kasen et al. 2013; Tanaka & Hotokezaka 2013; Grossman et al.
2014; Barnes et al. 2016; Tanaka 2016; Metzger 2017) due to
radioactive decay of rapid neutron-capture process (r-process)
nuclei(Lattimer & Schramm 1974, 1976) synthesized in
dynamical and accretion-disk-wind ejecta during the merger;
and (ii) delayed radio emission from the interaction of the merger
ejecta with the ambient medium (Nakar & Piran 2011; Piran et al.
2013; Hotokezaka & Piran 2015; Hotokezaka et al. 2016). The
late-time infrared excess associated with GRB 130603B was
interpreted as the signature of r-process nucleosynthesis (Berger
et al. 2013b; Tanvir et al. 2013), and more candidates were
identified later (for a compilation see Jin et al. 2016).
Here, we report on the global effort958 that led to the first joint

detection of gravitational and electromagnetic radiation from a
single source. An ∼ 100 s long gravitational-wave signal
(GW170817) was followed by an sGRB (GRB 170817A) and
an optical transient (SSS17a/AT 2017gfo) found in the host
galaxy NGC 4993. The source was detected across the
electromagnetic spectrum—in the X-ray, ultraviolet, optical,
infrared, and radio bands—over hours, days, and weeks. These
observations support the hypothesis that GW170817 was
produced by the merger of two neutron stars in NGC4993,
followed by an sGRB and a kilonova powered by the radioactive
decay of r-process nuclei synthesized in the ejecta.

Figure 1. Localization of the gravitational-wave, gamma-ray, and optical signals. The left panel shows an orthographic projection of the 90% credible regions from
LIGO (190 deg2; light green), the initial LIGO-Virgo localization (31 deg2; dark green), IPN triangulation from the time delay between Fermi and INTEGRAL (light
blue), and Fermi-GBM (dark blue). The inset shows the location of the apparent host galaxy NGC 4993 in the Swope optical discovery image at 10.9 hr after the
merger (top right) and the DLT40 pre-discovery image from 20.5 days prior to merger (bottom right). The reticle marks the position of the transient in both images.

958 A follow-up program established during initial LIGO-Virgo observations
(Abadie et al. 2012) was greatly expanded in preparation for Advanced LIGO-
Virgo observations. Partners have followed up binary black hole detections,
starting with GW150914 (Abbott et al. 2016a), but have discovered no firm
electromagnetic counterparts to those events.
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Figure 2. Timeline of the discovery of GW170817, GRB 170817A, SSS17a/AT 2017gfo, and the follow-up observations are shown by messenger and wavelength
relative to the time tc of the gravitational-wave event. Two types of information are shown for each band/messenger. First, the shaded dashes represent the times when
information was reported in a GCN Circular. The names of the relevant instruments, facilities, or observing teams are collected at the beginning of the row. Second,
representative observations (see Table 1) in each band are shown as solid circles with their areas approximately scaled by brightness; the solid lines indicate when the
source was detectable by at least one telescope. Magnification insets give a picture of the first detections in the gravitational-wave, gamma-ray, optical, X-ray, and
radio bands. They are respectively illustrated by the combined spectrogram of the signals received by LIGO-Hanford and LIGO-Livingston (see Section 2.1), the
Fermi-GBM and INTEGRAL/SPI-ACS lightcurves matched in time resolution and phase (see Section 2.2), 1 5×1 5 postage stamps extracted from the initial six
observations of SSS17a/AT 2017gfo and four early spectra taken with the SALT (at tc+1.2 days; Buckley et al. 2017; McCully et al. 2017b), ESO-NTT (at
tc+1.4 days; Smartt et al. 2017), the SOAR 4 m telescope (at tc+1.4 days; Nicholl et al. 2017d), and ESO-VLT-XShooter (at tc+2.4 days; Smartt et al. 2017) as
described in Section 2.3, and the first X-ray and radio detections of the same source by Chandra (see Section 3.3) and JVLA (see Section 3.4). In order to show
representative spectral energy distributions, each spectrum is normalized to its maximum and shifted arbitrarily along the linear y-axis (no absolute scale). The high
background in the SALT spectrum below 4500Å prevents the identification of spectral features in this band (for details McCully et al. 2017b).
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∼100 s (calculated starting from 24 Hz) in the detectors’
sensitive band, the inspiral signal ended at 12∶41:04.4 UTC.
In addition, a γ-ray burst was observed 1.7 s after the
coalescence time [39–45]. The combination of data from
the LIGO and Virgo detectors allowed a precise sky
position localization to an area of 28 deg2. This measure-
ment enabled an electromagnetic follow-up campaign that
identified a counterpart near the galaxy NGC 4993, con-
sistent with the localization and distance inferred from
gravitational-wave data [46–50].
From the gravitational-wave signal, the best measured

combination of the masses is the chirp mass [51]
M ¼ 1.188þ0.004

−0.002M⊙. From the union of 90% credible
intervals obtained using different waveform models (see
Sec. IV for details), the total mass of the system is between
2.73 and 3.29 M⊙. The individual masses are in the broad
range of 0.86 to 2.26 M⊙, due to correlations between their
uncertainties. This suggests a BNS as the source of the
gravitational-wave signal, as the total masses of known
BNS systems are between 2.57 and 2.88 M⊙ with compo-
nents between 1.17 and ∼1.6 M⊙ [52]. Neutron stars in
general have precisely measured masses as large as 2.01#
0.04 M⊙ [53], whereas stellar-mass black holes found in
binaries in our galaxy have masses substantially greater
than the components of GW170817 [54–56].
Gravitational-wave observations alone are able to mea-

sure the masses of the two objects and set a lower limit on
their compactness, but the results presented here do not
exclude objects more compact than neutron stars such as
quark stars, black holes, or more exotic objects [57–61].
The detection of GRB 170817A and subsequent electro-
magnetic emission demonstrates the presence of matter.
Moreover, although a neutron star–black hole system is not
ruled out, the consistency of the mass estimates with the
dynamically measured masses of known neutron stars in
binaries, and their inconsistency with the masses of known
black holes in galactic binary systems, suggests the source
was composed of two neutron stars.

II. DATA

At the time of GW170817, the Advanced LIGO detec-
tors and the Advanced Virgo detector were in observing
mode. The maximum distances at which the LIGO-
Livingston and LIGO-Hanford detectors could detect a
BNS system (SNR ¼ 8), known as the detector horizon
[32,62,63], were 218 Mpc and 107 Mpc, while for Virgo
the horizon was 58 Mpc. The GEO600 detector [64] was
also operating at the time, but its sensitivity was insufficient
to contribute to the analysis of the inspiral. The configu-
ration of the detectors at the time of GW170817 is
summarized in [29].
A time-frequency representation [65] of the data from

all three detectors around the time of the signal is shown in
Fig 1. The signal is clearly visible in the LIGO-Hanford
and LIGO-Livingston data. The signal is not visible

in the Virgo data due to the lower BNS horizon and the
direction of the source with respect to the detector’s antenna
pattern.
Figure 1 illustrates the data as they were analyzed to

determine astrophysical source properties. After data col-
lection, several independently measured terrestrial contribu-
tions to the detector noise were subtracted from the LIGO
data usingWiener filtering [66], as described in [67–70]. This
subtraction removed calibration lines and 60 Hz ac power
mains harmonics from both LIGO data streams. The sensi-
tivity of the LIGO-Hanford detector was particularly
improved by the subtraction of laser pointing noise; several
broad peaks in the 150–800 Hz region were effectively
removed, increasing the BNS horizon of that detector
by 26%.

FIG. 1. Time-frequency representations [65] of data containing
the gravitational-wave event GW170817, observed by the LIGO-
Hanford (top), LIGO-Livingston (middle), and Virgo (bottom)
detectors. Times are shown relative to August 17, 2017 12∶41:04
UTC. The amplitude scale in each detector is normalized to that
detector’s noise amplitude spectral density. In the LIGO data,
independently observable noise sources and a glitch that occurred
in the LIGO-Livingston detector have been subtracted, as
described in the text. This noise mitigation is the same as that
used for the results presented in Sec. IV.
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FIG. 4. Marginalized posteriors for the binary inclination
(✓JN) and luminosity distance (DL) using a uniform-in-volume
prior (blue) and EM-constrained luminosity distance prior
(purple) [104]. The dashed and solid contours enclose the
50% and 90% credible regions respectively. Both analyses
use a low-spin prior and make use of the known location of
SSS17a. 1-D marginal distributions have been renormalized
to have equal maxima to facilitate comparison, and the ver-
tical and horizontal lines mark 90% credible intervals.

gle ✓JN = 151+15
�11 deg (low-spin) and ✓JN = 153+15

�11 deg
(high spin). This measurement is consistent for both the
high-spin and low-spin cases, since the EM measurements
constrain the source of GW170817 to higher luminosity
distances and correspondingly more face-on inclination
values. They are also consistent with the limits reported
in previous studies using afterglow measurements [108]
and combined GW and EM constraints [104, 109, 110] to
infer the inclination of the binary.

B. Masses

Owing to its low mass, most of the SNR for GW170817
comes from the inspiral phase, while the merger and
post-merger phases happen at frequencies above 1 kHz,
where LIGO and Virgo are less sensitive (Fig. 1). This
is di↵erent than the BBH systems detected so far,
e.g. GW150914 [111–114] or GW170814 [52]. The inspiral
phase evolution of a compact binary coalescence can be
written as a PN expansion, a power series in v/c, where v

is the characteristic velocity within the system [87]. The
intrinsic parameters on which the system depends enter
the expansion at di↵erent PN orders. Generally speak-
ing, parameters which enter at lower orders have a large
impact on the phase evolution, and are thus easier to
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FIG. 5. 90% credible regions for component masses using
the four waveform models for the high-spin prior (top) and
low-spin prior (bottom). The true thickness of the contour,
determined by the uncertainty in the chirp mass, is too small
to show. The points mark the edge of the 90% credible re-
gions. 1-D marginal distributions have been renormalized to
have equal maxima, and the vertical and horizontal lines give
the 90% upper and lower limits on m1 and m2, respectively.

measure using the inspiral portion of the signal.

The chirp mass M enters the phase evolution at the
lowest order, thus we expect it to be the best-constrained
among the source parameters [32, 80, 92, 93]. The mass
ratio q, and consequently the component masses, are in-
stead harder to measure due to two main factors: 1)

Mchirp
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directly in an EOS parameter space. We sample uni-
formly in all EOS parameters within the following ranges:
�0 2 [0.2, 2], �1 2 [�1.6, 1.7], �2 2 [�0.6, 0.6], and
�3 2 [�0.02, 0.02] and additionally impose that the adi-
abatic index �(p) 2 [0.6, 4.5]. This choice of prior
ranges for the EOS parameters was chosen such that our
parametrization encompasses a wide range of candidate
EOSs [110]. Then for each sample, the four EOS pa-
rameters and the masses are mapped to a (⇤1,⇤2) pair
through the Tolman-Oppenheimer-Volkoff (TOV) equa-
tions describing the equilibrium configuration of a spher-
ical star [119]. The two tidal deformabilities are then used
to compute the waveform template.

Sampling directly in the EOS parameter space allows for
certain prior constraints to be conveniently incorporated in
the analysis. In our analysis, we impose the following cri-
teria on all EOS and mass samples: (i) causality, the speed
of sound in the NS must be less than the speed of light (plus
10% to allow for imperfect parameterization) up to the cen-
tral pressure of the heaviest star supported by the EOS; (ii)
internal consistency, the EOS must support the proposed
masses of each component; and (iii) observational consis-
tency, the EOS must have a maximum mass at least as high
as previously observed NS masses, specifically 1.97M�.
Another condition the EOS must obey is that of thermody-
namic stability; the EOS must be monotonically increasing
(d✏/dp > 0). This condition is built into the parametriza-
tion [110], so we do not need to explicitly impose it.

RESULTS

We begin by demonstrating the improvement in the mea-
surement of the tidal deformability parameters due to im-
posing a common but unknown EOS for the two NSs. In
Fig. 1 we show the marginalized joint posterior PDF for
the individual tidal deformabilities. We show results from
our analysis using the ⇤a(⇤s, q) relation in green and the
parametrized EOS without a maximum mass constraint in
blue. These are compared to results from [52], where the
two tidal deformability parameters are sampled indepen-
dently, in orange. The shaded region marks the ⇤2 < ⇤1

region that is naturally excluded when a common realis-
tic EOS is assumed, but is not excluded from the analysis
of [52]. In both cases imposing a common EOS leads to
a smaller uncertainty in the tidal deformability measure-
ment. The area of the 90% credible region for the ⇤1–⇤2

posterior shrinks by a factor of ⇠ 3, which is consistent
with the results of [106] for soft EOSs and NSs with simi-
lar masses. The tidal deformability of a 1.4M� NS can be
estimated through a linear expansion of ⇤(m)m5 around
1.4M� as in [5, 48, 120] to be ⇤1.4 = 190+390

�120
at the 90%

level when a common EOS is imposed (here and through-
out this paper we quote symmetric credible intervals). Our
results suggest that “soft” EOSs such as APR4, which pre-
dict smaller values of the tidal deformability parameter, are

favored over “stiff” EOSs such as H4 or MS1, which pre-
dict larger values of the tidal deformability parameter and
lie outside the 90% credible region.
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FIG. 1. Marginalized posterior for the tidal deformabilities of the
two binary components of GW170817. The green shading shows
the posterior obtained using the ⇤a(⇤s, q) EOS-insensitive re-
lation to impose a common EOS for the two bodies, while the
green, blue, and orange lines denote 50% (dashed) and 90%
(solid) credible levels for the posteriors obtained using EOS-
insensitive relations, a parameterized EOS without a maximum
mass requirement, and independent EOSs (taken from [52]), re-
spectively. The grey shading corresponds to the unphysical re-
gion ⇤2 < ⇤1 while the seven black scatter regions give the
tidal parameters predicted by characteristic EOS models for this
event [113, 115, 121–125].

We next explore what inferences we can make about the
structure of NSs. We do this using the spectral EOS pa-
rameterization described above in combination with the re-
quirement that the EOS must support NSs up to at least
1.97M�, a conservative estimate based on the heaviest
known pulsar [65]. From this we obtain a posterior for
the NS interior pressure as a function of rest-mass density.
The result is shown in Fig. 2, along with predictions of
the pressure-density relationship from various EOS mod-
els. The pressure posterior is shifted from the 90% credible
prior region (marked by the orange lines) and towards the
soft floor of the parameterized family of EOS. This means
that the posterior is indicating more support for softer EOS
than the prior. The vertical lines denote the nuclear satu-
ration density and two more density values that are known
to approximately correlate with bulk macroscopic proper-
ties of NSs [19]. The pressure at twice (six times) the nu-
clear saturation density is measured to be 3.5+2.7

�1.7 ⇥ 1034

(9.0+7.9
�2.6 ⇥ 1035) dyn/cm2 at the 90% level.

The pressure posterior appears to show minor signs of a
bend above a density of ⇠ 5⇢nuc. Evidence of such behav-
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FIG. 3. Marginalized posterior for the mass m and areal radius R of each binary component using EOS-insensitive relations (left panel)
and a parametrized EOS where we impose a lower limit on the maximum mass of 1.97M� (right panel). The top blue (bottom orange)
posterior corresponds to the heavier (lighter) NS. Example mass-radius curves for selected EOSs are overplotted in grey. The lines in
the top left denote the Schwarzschild BH (R = 2m) and Buchdahl (R = 9m/4) limits. In the one-dimensional plots, solid lines are
used for the posteriors, while dashed lines are used for the corresponding parameter priors. Dotted vertical lines are used for the bounds
of the 90% credible intervals.

ence [63] arrives at a similar conclusion using our ⇤̃ < 800
constraint [5] (though see [52] for an amended ⇤̃ bound)
and the observation that ⇤̃ is almost insensitive to the bi-
nary mass ratio [99]. Our improved estimate of ⇤1.4 =
190+390

�120
, and R1 = 10.8+2.0

�1.7 km and R2 = 10.7+2.1
�1.5 km

for the EOS-insensitive-relation analysis is roughly consis-
tent with these estimates (see for example Fig. 1 of [62]
and [58]). If we additionally enforce the heaviest ob-
served pulsar to be supported by placing direct constraints
on the EOS parameter space, we get further improvement
in the radius measurement, with R1 = 11.9+1.4

�1.4 km and
R2 = 11.9+1.4

�1.4 km.

A recent analysis of the GW170817 data was performed
in De et al. [53] using the TaylorF2 model, imposing that
the two NSs have the same radii which, under the addi-
tional assumption that ⇤ / C�6 (an alternative to the ⇤–
C relation used here [104]), directly relates the two tidal
deformabilities as ⇤1 = q6⇤2. De et al. constrain the
common NS radius to a 90% credible interval 8.7 km <
R̂ < 14.1 km, corresponding to a width of 5.4 km, which
is wider than the uncertainties on radii presented in this pa-
per by a factor of about two. There are differences in sev-
eral details of the set-up of the two analyses (most notably,
frequency range, data calibration, the noise PSD estima-
tion, waveform model, parameter priors, assumed relations
between radii and ⇤s and treatment of corresponding un-
certainties), each of which may be responsible for part of

the observed discrepancies. The analysis of De et al. re-
produces the initial tidal deformability results of Abbott
et al. [5], but improvements detailed in [52] and used in this
work improved our tidal constraints by ⇠ 10-20%. Here,
in contrast to De et al, we found that enforcing a common
EOS additionally restricts the recovered tidal parameters,
as shown in Fig 1. We note, however, that while our re-
sulting posteriors for the two NS radii are similar to each
other, a fraction of the posterior samples gives pairs with
significantly different NS radii, up to |R1 � R2| ⇠ 2 km.
Therefore, the De et al. analysis makes considerably dif-
ferent assumptions when enforcing a common EOS than
us.

Our results, and specifically the lower radius limit,
do not constitute observational proof of tidal effects in
GW170817, as our analysis has explicitly assumed that the
coalescing bodies were NSs both in terms of their spins
and tidal deformabilities. In particular, the spins are re-
stricted to small values typical for galactic NSs in binaries,
and the tidal deformabilites are calculated consistently as-
suming a common typical NS EoS. Moreover, the ⇤–C
map diverges as ⇤ approaches zero (BH), and therefore
the lower bounds obtained for the radii do not imply lower
bounds on the tidal deformabilities. Meanwhile, the analy-
sis of [52] assumes independent tidal parameters and finds
a lower bound on ⇤̃ only under the small-spin assumption
but not if spins larger than 0.05 are allowed.

The detection of GW170817 has opened new avenues in

6

Low-spin prior (�  0.05) High-spin prior (�  0.89)

Binary inclination ✓JN 146+25
�27 deg 152+21

�27 deg

Binary inclination ✓JN using EM distance constraint [104] 151+15
�11 deg 153+15

�11 deg

Detector frame chirp mass Mdet 1.1975+0.0001
�0.0001M� 1.1976+0.0004

�0.0002M�

Chirp mass M 1.186+0.001
�0.001M� 1.186+0.001

�0.001M�

Primary mass m1 (1.36, 1.60) M� (1.36, 1.89) M�

Secondary mass m2 (1.16, 1.36) M� (1.00, 1.36) M�

Total mass m 2.73+0.04
�0.01M� 2.77+0.22

�0.05M�

Mass ratio q (0.73, 1.00) (0.53, 1.00)

E↵ective spin �e↵ 0.00+0.02
�0.01 0.02+0.08

�0.02

Primary dimensionless spin �1 (0.00, 0.04) (0.00, 0.50)

Secondary dimensionless spin �2 (0.00, 0.04) (0.00, 0.61)

Tidal deformability ⇤̃ with flat prior 300+500
�190(symmetric)/ 300+420

�230(HPD) (0, 630)

TABLE II. Properties for GW170817 inferred using the PhenomPNRT waveform model. All properties are source properties
except for the detector frame chirp mass Mdet = M(1 + z). Errors quoted as x+z

�y represent the median, 5% lower limit, and
95% upper limit. Errors quoted as (x, y) are one-sided 90% lower or upper limits, and are used when one side is bounded by
a prior. For the masses, m1 is bounded from below and m2 is bounded from above by the equal mass line. The mass ratio
is bounded by q  1. For the tidal parameter ⇤̃, we quote results using a constant (flat) prior in ⇤̃. In the high-spin case we
quote a 90% upper limit for ⇤̃, while in the low-spin case we report both the symmetric 90% credible interval and the 90%
highest posterior density (HPD) interval, which is the smallest interval that contains 90% of the probability.

FIG. 3. The improved localization of GW170817, with the lo-
cation of the associated counterpart SSS17a/AT 2017gfo. The
darker and lighter green shaded regions correspond to 50%
and 90% credible regions respectively, and the gray dashed
line encloses the previously-derived 90% credible region pre-
sented in [3].

arise because under that prior our weak constraint on
precession (see Sec. III C) helps to rule out binary in-
clinations which are closer to edge-on and where preces-

sion e↵ects would be measurable, and hence increases the
lower bound on the luminosity distance. Meanwhile, the
upper bound on the luminosity distance is achieved with
face-o↵ binary inclinations, and is nearly the same for
both high-spin and low-spin cases.

This same weak constraint on precession leads to a
tighter constraint on the inclination angle in the high-
spin case when using the precessing signal model Phe-
nomPNRT, ✓JN = 152+21

�27 deg, as compared to the low-
spin case. The inclination measurement in the low-spin
case, ✓JN = 146+25

�27 deg, agrees with the inferred values
for both the high- and low-spin cases of our three wave-
form models that treat only aligned-spins (see Table IV
in Appendix A). This gives further evidence that it is the
absence of strong precession e↵ects in the signal, which
can only occur in the high-spin case of the precessing
model, that leads to tighter constraints on ✓JN . This
tighter constraint is absent for systems restricted to the
lower spins expected from Galactic NS binaries.

Conversely, EM measurements of the distance to the
host galaxy can be used to reduce the e↵ect of this degen-
eracy, improving constraints on the luminosity distance
of the binary and its inclination, which may be useful for
constraining emission mechanisms. Figure 4 compares
our posterior estimates for distance and inclination with
no a priori assumptions regarding the distance to the
binary (i.e., using a uniform-in-volume prior) to the im-
proved constraints from an EM-informed prior for the
distance to the binary. For the EM-informed results we
have reweighted the posterior distribution to use a prior
in distance following a normal distribution with mean
40.7 Mpc and standard deviation 2.36 Mpc [104]. This
leads to improved measurements of the inclination an-

NS	mass	-	radius	relaCon
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and � = �0.61+0.03
�0.07 (68% confidence interval, i.e. 1�;

see Table 2). We also introduced a scale factor into the
MCMC fit to explore a possible 25% o↵set in the ATCA
flux densities suggested by the spectral fits in §3.1. We
find that a scaling factor of ⇠20% is slightly preferred
over unity3.
Next we fit only the data in Table 1 together with

previous data at 0.65 GHz, 1.5 GHz, 3 GHz and 7.25
GHz referenced robustly with our method of flux de-
termination (Hallinan, Corsi et al. 2017; Mooley et al.
2018a; Dobie et al. 2018, flux density values given in
Table 3). Our best-fit values are given in Table 2, and
are consistent with the fit using all of the data above.
In particular we find ↵2 = �2.4+0.3

�0.4. Figure 2 shows
the multi-frequency radio data scaled to 3 GHz, and the
joint fit to these data (solid line). Figure 3 shows the
corner plot with the results of the MCMC fit.
By taking the limit in which the t�s↵1 term domi-

nates4 over the t�s↵2 term in the smoothly-broken power
law expression given above, we derive that the transition
from the power law rise to the power law decay takes
place between 158+13

�18 and 183+42
�15 days post-merger, i.e.

over a timescale of 24+58
�24 days. This implies that the

transition from ↵1 to ↵2 is fairly sharp, possibly taking
place over a small fraction of the time taken to reach the
light curve peak. We return to this point in §4.
The reduction in the uncertainties for ↵2 in the second

fit hints that there may still be systematic uncertainties
involved in the calibration across data taken from dif-
ferent telescopes and obtained at di↵erent frequencies.
Thus we chose to independently fit the 3 GHz VLA-
only data as was first done in (Mooley, Deller, Gottlieb
et al. 2018b). In this case, the light curve is too sparsely
sampled to be able to fit for the smoothness parame-
ter, and hence we use a simple broken power law model
(this corresponds to s ! 1) instead. Table 2 gives
the parameter values from the fitting, and we find that
↵2 = �2.2 ± 0.2. The decline is somewhat shallower
than, but in good agreement with, the smoothly-broken
power law model parameters. The remaining parame-
ters such as the slope of the rise, the peak flux density
and the time of peak all agree well with each other and

3
Median flux multiplication factor is 0.83 and the 68% confi-

dence interval is 0.75–1.07. Note that the scaling factor is required

for all ATCA data (reported here and previously). As an exper-

iment, we have also performed a fit without including an ATCA

flux scaling factor in the MCMC analysis, and the �2
is signifi-

cantly worse in this case as expected (87.4 versus 67.4). Never-

theless, we get ↵2 = 1.86+0.17
�0.23 without the scaling factor.

4
We derive the time at which one term dominates over the

other by a factor of ⇠20. The quoted time values are the median

of the distributions and their 16 and 84 percentiles are quoted as

the uncertainties.

Figure 2. The radio light curve of GW170817 spanning
multiple frequencies, and scaled to 3 GHz using the spec-
tral index (⌫�0.53) derived from our MCMC analysis. The
data from the VLA (filled black squares for 3 GHz and green
crosses for 1.5 GHz), the ATCA (blue circles), the MeerKAT
(green crosses) and the uGMRT (red diamonds for detections
and triangle for upper limit) are as reported in Table 1. We
also include the data at 0.65 GHz, 1.5 GHz, 3 GHz, and 7.25
GHz reported previously (Hallinan, Corsi et al. 2017; Moo-
ley et al. 2018a; Dobie et al. 2018). Our best-fit smoothed
broken power-law model to all these data (see §3.2) is shown
as a solid curve. The power-law decline index obtained is
�2.4+0.3

�0.4. For comparison, a broken power-law fit to the 3
GHz VLA-only data gives �2.2 ± 0.2. Both fits are thus
consistent with t�p decline in the light curve, where p is the
electron power-law distribution index.

with previous fits in the literature. The main point here
is that our key results are robust to di↵erent choices of
the data that we used in the fit.
Summarizing, we measure a sharp transition of the af-

terglow light curve of GW170817 about 170 days post-
merger with a steep power-law slope of ↵2 = �2.2. The
result confirms our earlier determination of ↵2 first re-
ported in Mooley, Deller, Gottlieb et al. (2018b). With
less data and a shorter time-baseline Dobie et al. (2018)
derive a more shallow decay index ↵2 = �1.6±0.2, which
is similar to the value that Alexander et al. (2018) find,
↵2 = �1.6+0.2

�0.3. Our more precise values of ↵2 lie within
the 68% confidence interval of Troja et al. (2018b) but
we measure a larger value for the smoothness parameter.

4. DISCUSSION

Before interpreting the light curve of GW170817 di-
rectly, it is illustrative to review the two asymptotes
of late-time light curve behavior from afterglow mod-
els. Afterglow spectra and the light curves of GRBs
have long been used to infer the geometry and dynam-
ical state of the ejecta (e.g. Galama et al. 1998; Har-
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Figure 2. The joint, multimessenger detection of GW170817 and GRB 170817A. Top: The summed GBM lightcurve for
sodium iodide (NaI) detectors 1, 2, and 5 for GRB 170817A between 10 and 50 keV, matching the 100 ms time bins of SPI-ACS
data. The background estimate from Goldstein et al. (2016) is overlaid in red. Second: The same as the top panel but in the
50–300 keV energy range. Third: The SPI-ACS lightcurve with the energy range starting approximately at 100 keV and with
a high energy limit of least 80 MeV. Bottom: The time-frequency map of GW170817 was obtained by coherently combining
LIGO-Hanford and LIGO-Livingston data. All times here are referenced to the GW170817 trigger time TGW

0 .

Figure 1: Proper motion of the radio counterpart of GW170817. The centroid offset posi-

tions (shown by 1� errorbars) and 3�-12� contours of the radio source detected 75 d (black)

and 230 d (red) post-merger with Very Long Baseline Interferometry (VLBI) at 4.5 GHz. The

two VLBI epochs have image RMS noise of 5.0 µJy beam�1 and 5.6 µJy beam�1 (natural-

weighting) respectively, and the peak flux densities of GW170817 are 58 µJy beam�1 and 48 µJy

beam�1 respectively. The radio source is consistent with being unresolved at both epochs. The

shape of the synthesized beam for the images from both epochs are shown as dotted ellipses to the

lower right corner. The proper motion vector of the radio source has a magnitude of 2.7± 0.3 mas

and a position angle of 86o ± 18o, over 155 d.
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AT2017gfo: Kilonova
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-3
3 4.5 days

Figure 4 | Spectral series of AT2017gfo 1.5–4.5 days after the merger. Data
are shown in grey and have been smoothed slightly. A model (solid red lines)
consisting of a blackbody (blue dotted lines) with P Cygni profiles (red transparent
fill) for the Sr lines is shown. The rest (black) and observed (blue) positions of the
model’s Sr lines are shown, with the blueshift indicated by arrows. Green dotted
lines show the Gaussian emission profiles added to ensure the overall continuum
is not biased. A vertical offset has been applied to each spectrum for clarity, with
zero flux indicated by the dashed horizontal line segment. Bottom panels show the
residuals between model and data.

from Sr is also 1,050 nm. This adds to our confidence in the line iden-
tification based on the simple thermal r-process absorption model.

We further confirm our results using TARDIS, extending the code’s
atomic database to include elements up to 92U with the latest Ku-
rucz linelists24 with its 2.31 million lines. Our TARDIS models pro-
duce results very similar to our static-code models, reproducing the
spectra well (Extended Data Fig. 6). In particular, the P Cygni emis-
sion/absorption structure is well-reproduced as expected, confirming
our LTE and MOOG modelling, and showing Sr dominating the fea-
tures around 1µm.

From the detection of Sr, it is clearly important to consider lighter
r-process elements in addition to the lanthanide elements in shaping
the kilonova emission spectrum. Observations of abundances in stars
in dwarf galaxies6 suggest that large amounts of Sr are produced to-
gether with Ba (Z=56) in infrequent events, implying the existence of a
site that produces both light and heavy r-process elements together in
quantity, as found in some models25, 26. This is consistent with our spec-
tral analysis of AT2017gfo and analyses of its lightcurve27, 28. Together
with the differences observed in the relative abundances of r-process
Ba and Sr in stellar spectra29, this suggests that the relative efficiencies
of light and heavy r-process production could vary substantially from
merger to merger.

Extreme-density stars composed of neutrons were proposed shortly
after the discovery of the neutron13, and identified with pulsars three

decades later30. However, no spectroscopic confirmation of the com-
position of neutron stars has ever been made. The identification here of
an element that could only have been synthesised so quickly under an
extreme neutron flux, provides the first direct spectroscopic evidence
that neutron stars comprise neutron-rich matter.
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Upper	limit	on	the	NS	maximum	mass	
(e.g.,		Margalit	&	Metzger		2017,		

Rezzolla	et	al.	2018	,	Shibata	et	al.	2019)4
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FIG. 3.— Maximum-mass constraints MTOV (blue lines) as a function
of the observed gravitational mass of the BMP Mg and of the inferred blue
ejected mass Mej as obtained from (6). The dashed lines refer to conservative
error estimates of the disk mass of the merger product (Hanauske et al. 2017).
Shown in red is the 90% credibility interval of Mg (Abbott et al. 2017b),
with the red line denoting the most probable value from GW 170817. The
transparency of this area reflects the probability distribution of Mej.

where � = 1.20+0.02
�0.02 (Breu & Rezzolla 2016) and Mg =

⌘�1Mb = 2.74+0.04
�0.01, which is consistent with low-spin pri-

ors (Abbott et al. 2017b).
The assumption that the core collapses exactly at the max-

imum mass-shedding limit, i.e., � ' 1.2, brings in an error
that needs to be accounted for, by considering a lower value
for � (Equation (12) in Breu & Rezzolla (2016)). We thus set
the lower bound to � = 1.15, corresponding to a star close to,
but not at the maximum mass-shedding limit.

Hanauske et al. (2017) have found that the mass frac-
tion of the core after dynamical mass ejection is roughly
⇠ = 0.95+0.06

�0.06 [see table II in Hanauske et al. (2017)]. The
mass of the ejecta from the core is harder to estimate but, us-
ing standard kilonova models (Metzger 2017b; Shibata et al.
2017), it is reasonable to associate them with the blue ejecta
Mblue

ej
= 0.014+0.010

�0.010 (Cowperthwaite et al. 2017; Drout et al.
2017), where we have assumed a conservative kilonova model
dependent error that we use as 2� for assigning a Gaussian
probability distribution to the blue ejecta.

The resulting fit for MTOV is shown in Fig. 3, where the
dashed lines refer to errors in ⇠ and the red shaded region is
modeled with a Gaussian distribution taking into account the
errors of Mej. This region is framed by the 90% credibility
levels of the binary mass (Abbott et al. 2017b).

In summary, collecting all available information, we con-
clude that the maximum mass that can be supported against
gravity by a compact nonrotating star is in the range

2.01+0.04
+0.04 < MTOV/M� < 2.16+0.17

�0.15 , (7)

where the lower limit in the range (7) is actually derived from
accurate observations of massive pulsars in binary systems
(Antoniadis et al. 2013).

The error corresponds to twice the standard deviation (⇠
90% confidence) computed with standard error propagation,
where the asymmetric errors in Mg and � are taken into ac-
count by computing the standard deviation for the upper and
lower limit separately. Clearly, values close to the upper and
lower limits are unlikely, given the fact that not all the values
of Mg and Mej are equally likely (compare to the red shaded

area).
Note the interesting general trend shown by the maximum

mass in Fig. 3: the estimates for MTOV grow systematically
with increasingly massive binary systems and with decreas-
ing ejected masses (compare to the shading from light to dark
blue). Hence, future detections of merging binary systems
with masses smaller than that of GW 170817 will help set
even tighter constraints on the maximum mass MTOV.

5. CONCLUSIONS

We have combined the recent GW observations of merg-
ing systems of binary neutron stars via the event GW 170817
with a quasi-universal relation between the maximum mass
of nonrotating stellar models MTOV and the maximum mass
that can be supported through uniform rotation to set new and
tighter constraints on MTOV.

Our estimate follows a simple line of arguments and is
based on a single and reasonable assumption that the prod-
uct of the merger measured with GW170817 has collapsed
to a rotating black hole when it had reached a mass close to
the maximum mass for SMNS models. In this way, we can
exploit quasi-universal relations to deduce that the maximum
mass for nonrotating stellar configurations should be in the
range 2.012.01+0.04

�0.04  MTOV/M� . 2.16+0.17
�0.15. We note

that it is, in principle, possible to constrain the lower limit
for MTOV also with a quasi-universal relation on the maxi-
mum mass of a neutron star in differential rotation (Weih et al.
2018).

A few remarks before concluding. First, a much more con-
servative upper limit MTOV can be set uniquely assuming
that the maximum nonrotating mass MTOV cannot be smaller
than the mass in the uniformly rotating core Mcore. Tak-
ing into account the amount of mass ejected and the con-
version between baryon and gravitational mass, this yields
MTOV/M� . 2.59. Second, our predictions are compat-
ible with those recently presented by Shibata et al. (2017);
Margalit & Metzger (2017), sharing a number of similar con-
siderations with the latter. However, differently from these
other works, we have not employed a simple correlation be-
tween the maximum mass-shedding mass and the maximum
nonrotating mass, or fitting formulas stemming from numer-
ical simulations whose error budget is uncertain (Bauswein
et al. 2013), nor have we relied on direct comparisons with
numerical-relativity simulations for the electromagnetic emis-
sion. Rather, using basic arguments from kilonova model-
ing (Cowperthwaite et al. 2017), we have exploited the power
of universal relations for the maximum mass that are valid
for any value of the specific angular momentum (Breu &
Rezzolla 2016). Third, the results presented here already
have a direct impact on some of the EOSs describing mat-
ter at nuclear densities (see, e.g., Oertel et al. (2017) for a
recent review). For instance, a popular EOS routinely em-
ployed in numerical-relativity calculations such as the DD2
EOS (Typel et al. 2010), violates the constraint (7) since it
has MTOV = 2.419M�; at the same time, EOSs with hyper-
ons, e.g., BHB⇤� (Banik et al. 2014) and DD2Y (Marques
et al. 2017), have maximum masses . 2.1M� and there-
fore seem favoured (Richers et al. 2017). Finally, we note
that the procedure outlined here and the use of stacking tech-
niques, as those developed in the analysis of the GW signal
of BNSs (Del Pozzo et al. 2013; Agathos et al. 2015; Clark
et al. 2016; Bose et al. 2017), can be employed in the future
as the results of new detections become available to set new
and tighter constraints on the maximum mass. New obser-
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The measurement of the GW polarization is cru-
cial for inferring the binary inclination. This in-
clination, ◆, is defined as the angle between the
line of sight vector from the source to the detec-
tor and the orbital angular momentum vector of
the binary system. For electromagnetic (EM) phe-
nomena it is typically not possible to tell whether a
system is orbiting clockwise or counter-clockwise
(or, equivalently, face-on or face-off), and sources
are therefore usually characterized by a viewing
angle: min (◆, 180� � ◆). By contrast, GW mea-
surements can identify the sense of the rotation,
and thus ◆ ranges from 0 (counter-clockwise) to
180 deg (clockwise). Previous GW detections by
LIGO had large uncertainties in luminosity dis-
tance and inclination (Abbott et al. 2016a) because
the two LIGO detectors that were involved are
nearly co-aligned, preventing a precise polariza-
tion measurement. In the present case, thanks to
Virgo as an additional detector, the cosine of the
inclination can be constrained at 68.3% (1�) con-
fidence to the range [�1.00,�0.81] corresponding
to inclination angles between [144, 180] deg. This
implies that the plane of the binary orbit is almost,
but not quite, perpendicular to our line of sight
to the source (◆ ⇡ 180 deg), which is consistent
with the observation of a coincident GRB (LVC,
GBM, & INTEGRAL 2017 in prep.; Goldstein et
al. 2017, ApJL, submitted; Savchenko et al. 2017,
ApJL, submitted). We report inferences on cos ◆
because our prior for it is flat, so the posterior is
proportional to the marginal likelihood for it from
the GW observations.

EM follow-up of the GW sky localization re-
gion (Abbott et al. 2017c) discovered an opti-
cal transient (Coulter et al. 2017; Soares-Santos
et al. 2017; Valenti et al. 2017; Arcavi et al. 2017;
Tanvir et al. 2017; Lipunov et al. 2017) in close
proximity to the galaxy NGC 4993. The location
of the transient was previously observed by the
Distance Less Than 40 Mpc (DLT40) survey on
2017 July 27.99 UT and no sources were found
(Valenti et al. 2017). We estimate the probability

Figure 1. GW170817 measurement of H0. Marginal-
ized posterior density for H0 (blue curve). Constraints
at 1- and 2� from Planck (Planck Collaboration et al.
2016) and SHoES (Riess et al. 2016) are shown in
green and orange. The maximum a posteriori value
and minimal 68.3% credible interval from this PDF is
H0 = 70.0+12.0

�8.0 km s�1Mpc�1. The 68.3% (1�) and
95.4% (2�) minimal credible intervals are indicated by
dashed and dotted lines.

of a random chance association between the opti-
cal counterpart and NGC 4993 to be 0.004% (see
the Methods section for details). In what follows
we assume that the optical counterpart is associ-
ated with GW170817, and that this source resides
in NGC 4993.

To compute H0 we need to estimate the back-
ground Hubble flow velocity at the position of
NGC 4993. In the traditional electromagnetic cal-
ibration of the cosmic “distance ladder” (Freed-
man et al. 2001), this step is commonly carried
out using secondary distance indicator informa-
tion, such as the Tully-Fisher relation (Sakai et al.
2000), which allows one to infer the background
Hubble flow velocity in the local Universe scaled
back from more distant secondary indicators cal-
ibrated in quiet Hubble flow. We do not adopt
this approach here, however, in order to preserve
more fully the independence of our results from
the electromagnetic distance ladder. Instead we
estimate the Hubble flow velocity at the position

Ref:	LIGO/Virgo		2017
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4.1. Speed of Gravity

Assuming a small di↵erence in travel time �t between
photons and GWs, and the known travel distance D, the
fractional speed di↵erence during the trip can be written
�v/vEM ⇡ vEM�t/D, where �v = vGW�vEM is the dif-
ference between the speed of gravity vGW and the speed
of light vEM. This relation is less constraining for small
distances, hence we conservatively use here D = 26Mpc,
the lower bound of the 90% credible interval on luminos-
ity distance derived from the GW signal (Abbott et al.
2017a). If we conservatively assume that the peak of the
GW signal and the first photons were emitted simulta-
neously, attributing the entire (+1.74 ± 0.05) s lag to
faster travel by the GW signal, this time di↵erence pro-
vides an upper bound on �v. To obtain a lower bound
on �v, one can assume that the two signals were emitted
at times di↵ering by more than (+1.74±0.05) s with the
faster EM signal making up some of the di↵erence. As
a conservative bound relative to the few second delays
discussed in Section 2.1, we assume the SGRB signal
was emitted 10 s after the GW signal. The resulting
constraint on the fractional speed di↵erence is

�3 ⇥ 10�15  �v

vEM

 +7 ⇥ 10�16 . (1)

The intergalactic medium dispersion has negligible im-
pact on the gamma-ray photon speed, with an expected
propagation delay many orders of magnitude smaller
than our errors on vGW.

Lags much longer than 10 s are proposed in alterna-
tive models (e.g., Ciolfi & Siegel 2015; Rezzolla & Ku-
mar 2015), and emission of photons before the merger
is also possible (Tsang et al. 2012). Hence, certain ex-
otic scenarios can extend this time di↵erence window to
(�100 s, 1000 s), yielding a 2 orders of magnitude broad-
ening of the allowed velocity range on either side. While
the emission times of the two messengers are inherently
model dependent, conservative assumptions yield dra-
matic improvements over existing indirect (Kostelecký
& Russell 2017) and direct (Cornish et al. 2017) con-
straints, which allow for time di↵erences of more than
1000 years. Future joint GW-GRB detection should al-
low disentangling the emission time di↵erence from the
relative propagation time, as only the latter is expected
to depend on distance.

4.2. Lorentz Invariance Violation Limits

Within a comprehensive e↵ective field theory descrip-
tion of Lorentz violation (Colladay & Kostelecký 1997;
Colladay & Kostelecký 1998; Kostelecký 2004; Tasson
2014), the relative group velocity of GWs and EM waves,
is controlled by di↵erences in coe�cients for Lorentz vi-
olation in the gravitational sector and the photon sector

at each mass dimension d (Kostelecký & Mewes 2016,
2009; Kostelecký & Mewes 2008; Wei et al. 2017). We
focus here on the non-birefringent, non-dispersive limit
at mass dimension d = 4, as it yields by far the most
impressive results. In this case, the di↵erence in group
velocities for the two sectors takes the form

�v = �
X

`m
`2

Y`m(n̂)
⇣

1

2
(�1)1+`s(4)

`m � c(4)

(I)`m

⌘
. (2)

The result is presented in a spherical harmonic, Y`m, ba-
sis, s(4)

`m and c(4)

(I)`m being spherical-basis coe�cients for
Lorentz violation in the gravitational and EM sectors,
respectively. The direction n̂ refers to the sky position
(provided in Coulter et al. 2017b,a).

For ease of comparison with the many existing sen-
sitivities (Shao 2014a,b; Shao et al. 2017; Kostelecký
& Tasson 2015; Bourgoin et al. 2016; Le Poncin-Lafitte
et al. 2016; Kostelecký & Russell 2017) to the d = 4
gravity-sector coe�cients (Bailey & Kostelecký 2006;
Hees et al. 2016), an analysis in which the coe�cients are
constrained one at a time is useful (Flowers et al. 2016),
with all other coe�cients, including the EM sector ones,
set to zero. These results are presented in Table 1 along
with the best constraints for each coe�cient prior to this
work. These results can be compared with the isotropic
A, ↵LV Lorentz violation parametrization (Mirshekari
et al. 2012) used by Abbott et al. (2017g) in dispersive
GW tests. The ↵LV = 2 limit of this parametrization
is equivalent to the isotropic limit of the framework dis-
cussed above, with s(4)

00
!

p
4⇡A. Constraints on A for

↵LV = 2 can be obtained from the first line of Table 1;
these cannot be established within the analysis carried
out in Abbott et al. (2017g).

4.3. Test of the Equivalence Principle

Probing whether EM radiation and GWs are a↵ected
by background gravitational potentials in the same way
is a test of the equivalence principle (Will 2014). One
way to achieve this is to use the Shapiro e↵ect (Shapiro
1964), which predicts that the propagation time of mass-
less particles in curved spacetime, i.e., through gravi-
tational fields, is slightly increased with respect to the
flat spacetime case. We will consider the following sim-
ple parametrized form of the Shapiro delay (Krauss &
Tremaine 1988; Longo 1988; Gao et al. 2015; Kahya &
Desai 2016):

�tS = �1 + �

c3

Z ro

re

U(r(l))dl, (3)

where re and ro denote emission and observation po-
sitions, respectively, U(r) is the gravitational poten-
tial, and the integral is computed along the wave path.

Ref:	LIGO/Virgo/Fermi/INTEGRAL		2017
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Mdet = (1+ z) (M1 M2)3/5/(M1 +M2)1/5 is the detector-
frame chirp mass, q = M2/M1  1 is the binary mass
ratio, �e↵ = (M1�1z + M2�2z)/(M1 + M2) and �a =
(�1z � �2z)/2 are the parameters describing spin com-
ponents aligned with the binary orbital angular momen-
tum, and tc,1 and tc,2 are the arrival times at Livingston
and at Hanford, respectively. Not aiming to measure the
source’s orientation and its sky position, we independently
maximize the likelihood at each detector with respect to
a constant wave phase and an amplitude normalization,
and we assume that tc,1 and tc,2 can be independently ad-
justed. This approximation greatly simplifies the param-
eter estimation by reducing the number of parameters.
Since GW170817 has a high matched filtering signal-to-
noise ratio (SNR), this simplification does not bias the
maximum-likelihood values of the parameters but only
leads to percent-level increase of their uncertainties [51].

Assuming GW and EM data to be independent, we
can write the joint GW and EM likelihood as the product
of the separate likelihoods, namely

P
⇥
{dGW, dEM}|✓

⇤
= P [dGW|✓] P [dEM|✓], (1)

where dGW and dEM denote the GW and EM data, re-
spectively.

We compute the first factor with the relative binning
method [52, 53]. We use the noise-subtracted LIGO data
release1 of GW170817 and include frequencies in the range
[23, 1000] Hz. The exclusion of higher frequency GW data
results in a slightly broader posterior of ⇤̃ whose support
also extends to somewhat larger values, as discussed in
detail in Ref. [53]. It is important, however, to remark that
the two NSs first touch when the GW frequency is between
1.0 kHz and 1.5 kHz [54]. It is thus not clear whether or not
current waveform models, which are typically constructed
by adding tidal corrections to point particle models, are
reliable past 1 kHz, e.g., Ref. [55]. Consequently, to be
conservative, we restrict our analysis to the part of the
GW signal below frequency of 1 kHz, which is theoretically
well understood. We use the phenomenological waveform
model IMRPhenomD NRTidal implemented in LALSuite.

We follow Ref. [2] for the choice of priors. Both com-
ponent masses have flat priors in the range [0.5, 7.7] M�.
The two dimensionless spin vectors have their moduli uni-
formly distributed in [0, 0.89] and have isotropic orienta-
tions. Their aligned components are then extracted and
used to evaluate the non-precessing waveform model
IMRPhenomD NRTidal.

Following the prescription of Ref. [24], we relate the
component tidal deformability parameters through ⇤1 =
⇤s q3 and ⇤2 = ⇤s/q3, where ⇤s is assigned a uniform
prior within [0, 5000]. This implicitly assumes that the
radii of the two NS are identical, which is a reasonable
approximation if no first-order phase transition occurs in
matter at densities intermediate between those achieved
in the secondary and in the primary NS. The error in-
troduced assuming that the NSs have a common radius

1 In the noise-substracted data release, the glitch that hap-
pened to overlap with GW170817 in the Livingston strain has
been removed by the LIGO/Virgo collaboration.
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Fig. 1. Remnant disk mass as a function of the tidal deforma-
bility parameter ⇤̃. The data points show the results from our
simulations, while the dashed line shows the fit in the form of
Eq. (3). The gray shaded region in the lower panel shows the
uncertainty � we use in Eq. (4). We find that disk formation
is suppressed in the case of prompt BH formation.

is much smaller than current statistical errors [24]. This
choice is also consistent with the use of data from our
simulations not accounting for the possibility of first or-
der phase transitions in dense matter. Finally, we exclude
⇤̃ > 5000 which is unreasonable with any plausible EOS.

Current models of the EM signal are not yet su�-
ciently advanced to follow the same procedure as for the
GW data. However, extant light curve models indicate
that 0.02�0.05 M� of material with a broad distribution
in electron fraction and asymptotic velocity of ⇠0.1 c is
needed to explain the observations [17,19–21,23]. Because
of their properties, these ejecta are thought to originate
from winds launched from the remnant accretion disk af-
ter merger, e.g., Ref. [56]. Long term simulations of post-
merger disks indicate that these winds can entrain 10�40 %
of the total disk mass [22, 57–74]. Consequently, we can
conservatively estimate that a disk of at least 0.04 M�
should have formed in GW170817. Accordingly, we ap-
proximate the EM likelihood as

P [dEM|✓] ' P [Mdisk(✓) > 0.04 M�]. (2)

We have performed numerical relativity simulations of
merging NS using the WhiskyTHC code [75–77]. We consid-
ered 29 binaries, including both equal and unequal mass
configurations and 4 temperature and composition depen-
dent nuclear EOSs: the DD2 EOS [78, 79], the BHB⇤�
EOS [80], the LS220 EOS [81], and the SFHo EOS [82].
The simulations included temperature and compositional
changes due to the emission of neutrinos using a leakage
scheme [83]. A detailed account of the numerical results is
given in Refs. [46, 49, 73].

The simulation data suggest that the remnant disk
masses can be related to the tidal deformability param-

Lower	limit	for	the	NS	Cdal	deformability	
(e.g.,	Radice	&	Dai	2018,	Kiuchi	et	al.	2019)



3.5 years from the merger: 
X-ray Excess

4

2

5

10

50

100

F
lu

x
d
en

si
ty

(µ
Jy

)

GMRT 0.67 GHz

GMRT/MeerKAT/VLA 1.3-1.6 GHz

VLA 3 GHz

VLA 4.5 GHz

gVLBA/eMERLIN 5.1 GHz

VLA 6 GHz

ATCA 7.25 GHz

VLA 10 GHz

VLA 15 GHz

HST F814W

HST F606W

Chandra/XMM-Newton 1keV

8 10 50 80 10
0

50
0

80
0
10

00

Time after merger (days)

0.5

0.8
1

1.25

2

3

4
5

6 £ 10°1

R
es

id
u
al

(r
at

io
)

Fig. 1.— Comprehensive 3GHz light curve of GW170817 as presented in our recent work Makhathini et al. (2020), which includes data
from Fong et al. (2019); Ghirlanda et al. (2019); Nynka et al. (2018), together with our latest measurement in the radio (3GHz, latest
yellow data point in the grey, shaded region) and X-rays (latest purple data point in the grey, shaded region) extrapolated to 3GHz using
the spectral index derived in Makhathini et al. (2020). The best fit structured jet model for GW170817 is also plotted (top panel, black
line) along with the associated 1� error region (blue shaded region). As evident from the lower panel, our radio measurement is compatible
with the tail of the GW170817 jet within the large errors. On the other hand, the X-rays show a ⇠ 2� excess and could indicate the onset
of a new component (Hajela et al. 2020a, 2021; Troja et al. 2020).

nova blast wave drives a shock through the interstellar
medium, resulting in synchrotron emission. Electrons
are accelerated to a power-law distribution of Lorentz
gamma factors �e > �e,m, with power-law index p.
The energy in the kilonova blast wave is distributed as
E(> ��) / (��)�↵ (with � the Lorentz factor of the
shocked fluid) and normalized to the total energy E at
some minimum velocity �0 such that E > (�0�0) = E.
It is reasonable to assume that radio (GHz) observations
are in between the minimum frequency, ⌫m (correspond-
ing to �m, see Nakar & Piran 2011), and the cooling fre-
quency, ⌫c. In this case, the kilonova peak flux density

reads (Nakar & Piran 2011):

F⌫,pk ⇡ (1522 µJy) ✏
p�1

e,�1
✏

p+1
4

B,�3
n

p+1
4

�2
�

5p�7
2

0
E51 ⌫

1�p
2

9.5 d
�2

26
,

(1)
where Qx = Q/10x is followed for all quantities (Q, all
expressed in cgs units); ✏B and ✏e are the fractions of
the total energy in the magnetic field and electrons re-
spectively; n, the number density of the medium; d is
the distance to the source; the normalization constant is
calculated for p = 2.1. The time at which the kilonova
afterglow emission peaks can be calculated as (Kathirga-

X-ray excess from  
the off-axis jet afterglow model: 

Chandra: ~1234 days after the merger 

No excess in found radio band: 

VLA: 3 GHz (non detection in 15 GHz)

Balasubramanian et al. 2021, Troja et al. 2021, Hajela et al 2021

Possible scenarios: 

・Arise of the synchrotron emission 
due to the interaction of (sub~mildly-
relativistic) kilonova ejecta and ISM 
(Hotokezaka et al. 2018) 

・X-ray emission due to fall-back disk  
(Ishizaki et al. 2021,  
 Metzger & Fernandez  2021)



O3: no GW+EM detections
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FIG. 2. ZTF g-band photometry, r-band photometry, and g � r color for J1249+3449 over the past 25 months. The flare
beginning MJD ⇠ 58650 represents a 5� departure from the ZTF baseline for this source. The flare emission is fit according
to the model described in the text and assuming a linear model for the source continuum behaviour over time. The dashed
vertical line corresponds to the S190521g trigger time.

FIG. 3. Lightcurve for J1249+3449, including an additional decade of CRTS photometry (binned at 15 day intervals). ZTF
data is binned in 3 day intervals, with g- and r-band data corrected to the CRTS photometric system using median o↵sets of
0.52 mag for g-band and 0.34 mag for r-band.

from the AGN channel [49]. The expected integrated total energy of such events is O(1052 erg) [50], an order of
magnitude more powerful than ZTF19abanrhr. Such an event would also produce a GW signal unlike what was
observed based on the inferred chirp mass Mc discussed below for S190521g, and the absence of any other reported
LIGO triggers with an appropriate spatial and temporal coincidence). BH-WD disruptions lead to underluminous
Type Ia SN with integrated energy 1049�51erg, generally less luminous than ZTF19abanrhr, and decay over a year,
and so are ruled out [51].

Testing the candidate counterpart.— We can derive an approximate mass for any reported GW event from the
distance (dL) and sky area (A90, the 90% confidence interval for sky area) reported in the public GW event alerts.

Specifically, A90 / SNR�2 [e.g. 52] and SNR / M5/6

c d�1

L
[53]. Deriving the proportionality constant for a 3-detector

system for A90 / SNR�2 from GW190412 [54], we estimate SNR⇠ 8.6 for S190521g. Assuming equal mass components
for this rough calculation, that ZTF19abanrhr is related to S190521g, and using a binary NS range of 110 Mpc (LIGO
Hanford) to determine detector sensitivity during the S190521g detection, we estimate a source-frame total mass for
MBBH ⇠ 150M� (roughly accurate to a factor of 2, O(100M�), and plausibly in the upper mass gap).

3

FIG. 1. Left panel: A Mollweide projection of the 50% and 90% LIGO localization regions for S190521g (with 44%/56% in
the northern/southern hemisphere) and the location of ZTF19abanrhr (within the 78% contour). ZTF covered 48% of the
90% region and contours at declination < �30� indicate southern hemisphere regions not covered by ZTF. Right panel: The
marginal luminosity distance distribution integrated over the sky (dotted blue line) for S190521g as well as the conditional
distance distribution (black line) at the position of ZTF19abanrhr. The red line corresponds to the luminosity distance of
ZTF19abanrhr, assuming a Planck15 cosmology [36].

Fig. 3 shows that a decade-long baseline reveals evidence for more significant variability in J1249+3449. Note that
these data, from the Catalina Real-time Transient Survey [CRTS; 43], are noisier than ZTF (a result of a 0.7-m survey
telescope vs. a 1.2-m survey telescope), and are binned at 15 day intervals for clarity in the plot. Using the DRW
model parameters from the CRTS data, which characterize the overall variability of the source, we simulated the
observed ZTF light curve 250,000 times and find an equivalent flare (i.e., matching the selection criteria described
above) in four instances. The event is thus very unlikely to arise from AGN activity in this particular source (i.e.,
⇠ O(0.002%). Similarly, to address the look-elsewhere e↵ect, we produced 1000 simulations of the full sample of 3255
AGN in the 90% three-dimensional localization region of S190521g using their CRTS DRW parameterizations and
ZTF time sampling. We find a comparable AGN flare in just five simulations, i.e., O(0.5%) chance of a false positive,
prior to visual inspection.

Supernovae can occur in AGN [e.g., 44], although the rate is likely small (> 2 ⇥ 10�7 AGN�1 yr�1 in the WISE

sample). Even with a O(1051erg) energy output, we expect rise times of O(20� 50) days and a decay time or plateau
of ⇠ 100� 200 days [45]. The flare in Fig. 2 lasts 40 days observed-frame, or only 28 days rest-frame which is a poor
match to supernova lightcurves. In addition, supernovae evolve in color over time [46] whereas this flare is uniform
with color over time, suggestive of a shock or accretion, rather than a supernova. We therefore rule out a supernova
as a likely false positive.

Microlensing, with an expected rate of O(10�4) per AGN [47], is uniform in color at restframe UV/optical bands
and is also expected for AGN. However, the expected characteristic timescale for microlensing is O(yrs) [47], which
is inconsistent with the several week ZTF19abanrhr flare. Assuming a M� lens in the source galaxy, we require the
lens to orbit at ⇠ 1kpc at 200km s�1 in order to match the timescale (⇠ 2 ⇥ 106s) and magnification (⇠ 1.4) of
this event; assuming a population of O(1010) stars in appropriate orbits, geometric considerations produce a rate of
O(10�5) events yr�1 AGN�1.

Tidal disruption events (TDEs) also occur in AGN. Stellar disruptions can occur around the central SMBH in a
galaxy, but only for MSMBH ⇠< 108 M� [for a non-spinning SMBH; 48]. TDEs can also occur around small BHs in
AGN disks, but as neutron star (NS) or white dwarf (WD) disruptions. EM counterparts to BH-NS tidal disruptions
in AGN disks at z < 0.5 should span ⇠ [4, 113] (fAGN/0.1) yr�1 where fAGN is the fraction of BBH mergers expected
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Figure 1. The combined SNR-⇠2 noise probability den-
sity function for LHO, LLO, and Virgo in the BNS region,
computed by adding the normalized 2D-histograms of back-
ground triggers in SNR-⇠2/SNR2 plane from the three de-
tectors. The gold star indicates GW190425. There is no
background present at the position of GW190425; it stands
out above all of the background recorded in the Advanced
LIGO and Virgo detectors in the first three observing runs.
The background contains 169.5 days of data from O1 and
O2 and the first 50 days of O3, at times when any of the de-
tectors were operating. For comparison the LLO and LHO
triggers for GW170817 are also shown in the plot as blue and
red diamonds, respectively.

to the BNS source category. The initial sky map had a
90% credible region of 10 200 deg2. Although data from
both LLO and Virgo were used to constrain the sky lo-
cation, it extended over a large area due to the fact that
the signal was only observed with high confidence in
a single observatory. Gravitational-wave localization re-
lies predominantly on measuring the time delay between
observatories. In this case, the ability to constrain the
sky location is dominated by the antenna response of
LLO, and therefore the observed strain amplitude, com-
bined with the distance prior, favors certain parts of the
sky.
We generated an improved sky map using a Bayesian

analysis that sampled over all binary system parame-
ters (see Section 4), producing a 90% credible sky area
of 8 284 deg2 and a distance constrained to 159+69

�71 Mpc.
This sky map, and the initial low-latency map, are
shown in Figure 2. As a comparison, GW170817 was
localized to within 28 deg2 at a 90% credible level. The
broad probability region in the sky map for this event
presented a significant challenge for follow-up searches
for electromagnetic counterparts. At the time of writ-
ing, no confirmed counterparts have been reported in
coincidence with GW190425 (e.g., Hosseinzadeh et al.
2019; Coughlin et al. 2019; Lundquist et al. 2019, but
also see Pozanenko et al. 2019), although a wide range

Figure 2. The sky map for GW190425. The shaded patch is
the sky map obtained from the Bayesian parameter estima-
tion code, LALInference (Veitch et al. 2015) (see Section 4)
with the 90% confidence region bounded by the thin dot-
ted contour. The thick, solid contour shows the 90% confi-
dence region from the low-latency sky localization algorithm,
BAYESTAR (Singer & Price 2016).

of searches for coincident electromagnetic or neutrino
signals have been performed and reported in the GCN
Circular archive.4

4. SOURCE PROPERTIES

We have inferred the parameters of the GW190425
source using a coherent analysis of the data from LLO
and Virgo (in the frequency range 19.4–2048Hz) follow-
ing the methodology described in Appendix B of Abbott
et al. (2019c).5 The low-frequency cuto↵ of 19.4Hz was
chosen such that the signal was in-band for the 128 s of
data chosen for analysis. In this frequency range there
were ⇠ 3900 phase cycles before merger.
We cleaned the data from LLO to remove lines from

calibration and from known environmental artifacts
(Davis et al. 2019; Driggers et al. 2019). For Virgo,
we used the low-latency data. The LLO data were
subsequently pre-processed (Cornish & Littenberg 2015;
Pankow et al. 2018) to remove the noise transient dis-
cussed in Section 2. Details of the transient model and
the data analyzed can be found in Abbott et al. (2019b).
The results have been verified to be robust to this glitch
removal by comparing the analysis of the pre-processed
data with that using the non-pre-processed data and by
comparing results with a low-frequency cuto↵ of 30Hz.
We estimated the noise spectra of the data from both
detectors using the methods described in Littenberg &
Cornish (2015) and Chatziioannou et al. (2019).

4 All GCN Circulars related to this event are archived at https:
//gcn.gsfc.nasa.gov/other/S190425z.gcn3.

5 From here on, we will use GW190425 to refer to the gravitational-
wave signal and as shorthand for the system that produced the
signal.
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Table 1. Source properties for GW190425: we give ranges encompassing the 90% credible intervals for the
PhenomPv2NRT model; in Appendix D we demonstrate these results are robust to systematic uncertainty
in the waveform. Mass values are quoted in the frame of the source, accounting for uncertainty in the source
redshift. For the primary mass we give the 0-90% interval, while for the secondary mass and mass ratio we
give the 10-100% interval: the uncertainty on the luminosity distance means that there is no well-defined
equal-mass bound for GW190425. The quoted 90% upper limits for ⇤̃ are obtained by reweighting its
posterior distribution as detailed in Appendix E.1.

Low-spin prior (� < 0.05) High-spin prior (� < 0.89)

Primary mass m1 1.62 – 1.88M� 1.61 – 2.52M�

Secondary mass m2 1.45 – 1.69M� 1.12 – 1.68M�

Chirp mass M 1.44+0.02
�0.02 M� 1.44+0.02

�0.02 M�

Detector-frame chirp mass 1.4868+0.0003
�0.0003 M� 1.4873+0.0008

�0.0006 M�

Mass ratio m2/m1 0.8 – 1.0 0.4 – 1.0

Total mass mtot 3.3+0.1
�0.1 M� 3.4+0.3

�0.1 M�

E↵ective inspiral spin parameter �e↵ 0.013+0.01
�0.01 0.058+0.11

�0.05

Luminosity distance DL 161+67
�73 Mpc 159+69

�71 Mpc

Combined dimensionless tidal deformability ⇤̃  600  1100
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Figure 3. The posterior distribution of the component
masses m1 and m2 in the source frame for the low-spin
(� < 0.05; orange) and high-spin (� < 0.89; blue) analyses.
Vertical lines in the one-dimensional plots enclose 90% of the
probability and correspond to the ranges given in Table 1.
The one-dimensional distributions have been normalized to
have equal maxima. A dashed line marks the equal-mass
bound in the two-dimensional plot.

et al. 2006). With a mass ratio of 0.93, it is expected
to have �e↵ between 0.008 and 0.012 (90% credibility
interval) when marginalized over mass and equation of
state (EoS) uncertainties (see Appendix E.3 for details).
The fastest-spinning Galactic-field BNS, which contains
the 17ms pulsar J1946+2052 (Stovall et al. 2018), has
�e↵ in the range [0.012, 0.018] assuming aligned spin for

the pulsar and negligible spin for its companion, similar
to the Double Pulsar.
For the results reported herein we used the LALIn-

ference library’s nested sampling algorithm and val-
idated results using the LALInference MCMC sam-
pling algorithm and the Bilby (Ashton et al. 2019) li-
brary with the Dynesty (Speagle 2019) nested sam-
pling algorithm. When comparing the high-spin prior
results using the di↵erent algorithms, we see . 3% dif-
ferences in the median parameter values and the credible
intervals are consistent and reproducible. Meanwhile,
the runs using the low-spin priors show no such di↵er-
ences.
We show the posteriors for a wider range of source

parameters in Appendix C.

4.1. Neutron star matter

Because of its large mass, the discovery of GW190425
suggests that gravitational-wave analyses can access
densities several times above nuclear saturation (see,
e.g., Figure 4 in Douchin & Haensel 2001) and probe
possible phase transitions inside the core of a neutron
star (Oertel et al. 2017; Tews et al. 2019; Essick et al.
2019). However, binaries comprised of more massive
stars are described, for a fixed EoS, by smaller values of
the leading-order tidal contribution to the gravitational-
wave phasing ⇤̃ (Flanagan & Hinderer 2008). These are
intrinsically more di�cult to measure. For GW190425,
this is exacerbated by the fairly low SNR of the event
compared to GW170817. Overall, we find that con-
straints on tides, radius, possible p–g instabilities (Wein-
berg et al. 2013; Venumadhav et al. 2013; Weinberg

GW190425: the second NS-NS GW event  
(Abbot et al. 2020)

D~160 Mpc, Ω90%~10,000 deg2

NS mergers during O3 

1 NS-NS: GW190425 

1 (2) BH-NS:  
GW200115, (GW200105) 

BH-BH? BH-NS: 
GW190814 

no EM counterparts were found 

Implication from EM follow-up 
(e.g., Andreoni et al. 2019, KK et al. 2020 
Gomez et al 2020,  Ackley et al. 2020 
M.Coughlin 2019, 2020, …)



Future observation
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Figure 2. Same as Figure 1, but only the red KN component is considered to simulate the light curves, instead of a combination
of a red and a blue component. The KN light-curves are adapted from models described in Villar et al. (2017). Since NS–BH
mergers are expected to be accompanied by such redder KNe at larger distances, a longer and deeper monitoring is preferred
(see §2.1.2).

O4 O5

Total 20 < ⌦90%  100 ⌦90%  20 Total 20 < ⌦90%  100 ⌦90%  20

NS–NS 34+78
�25 2.5+5.7

�1.8 2.4+5.6
�1.8 190+410

�130 22+49
�15 13+29

�9.1

NS–BH 72+75
�38 6.8+7.1

�4.0 4.3+4.5
�2.5 360+360

�180 45+45
�23 23+23

�12

BH–BH 106+65
�42 19+12

�7.7 15+9.3
�6.0 480+280

�180 104+61
�39 70+41

�26

Table 1. Realistic expectations for NS–NS, NS–BH and BH–BH merger detection during LVK O5, assuming a duration of one
calendar year for the run. Information is also reported for O4 for comparison, to stress the big di↵erence in the number of well
localized sources expected between O4 and O5. The table indicates the total number of expected detections and those with
localization uncertainty ⌦90%  20 deg2 and 20 deg2 < ⌦90%  100 deg2. The reported values are based on results obtained by
Petrov et al. (2021).

GW sources localized within ⌦90%  20 deg2 (20 deg2 <
⌦90%  100 deg2).
Accounting again for 7 well-localized mergers with

⌦90%  20 deg2 and the best 3 mergers with 20 deg2 <
⌦90%  100 deg2 to be followed up, the desired time

allocation for NS–NS mergers is 15.32 hr and 16.78 hr,
respectively, during O5, for a total of about 32 hr.
We stress that the 10 hr budgeted for the optimal

strategy more than in the minimal strategy can add
great scientific value by providing multi-band, highly-
cadenced data that will make KN discovery more robust,

I.	Andreoni		et	al.	2021

P.Petrov	et	al.	2021
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Figure 2. Localization and distance distributions for O3, O4, and O5. In each panel, the vertical axis is the cumulative annual detection rate.
The lightly filled bands around the curves represent the 5–95% confidence interval due to uncertainty in the astrophysical merger rate density.

The sensitive volume is 3–7 times larger than estimated by LRR.
—Table 1 also shows the sensitive volume, which is a mea-
sure of the space within the Universe that is probed by the
GW detector network, and is defined as the detection rate di-
vided by the astrophysical merger rate density.9 Although
LRR itself does not quote values for the sensitive volume,

9 We warn the reader that although the 90% credible comoving volume and
the sensitive volume have the same units, they are different cosmological
volume measures. The 90% credible comoving volume is defined as an
integral over differential comoving volume. The sensitive volume, on the
other hand, has an additional weighting factor of 1/(1 + z) to account
for time dilation due to the assumption of fixed merger rate density. How-
ever, we can compare the values of the 90% credible comoving volume and
the sensitive volume in Table 1 to get a rough sense that BNS events are
typically localized to 20–40% of the volume probed by the GW detector
network.

the User Guide does quote values from the same simulations.
Depending on the source class and observing run, we esti-
mate a sensitive volume that is 3–7 times larger. This is partly
due to the change in the network S/N threshold: if detections
were isotropic, we would expect the volume to change by the
cube of the ratio of the old and new network S/N thresholds,
(12/8)3 = 3.375 for BNS and NSBH, (12/9)3 = 2.370 for
BBH. A minor fraction of the improvement comes from the
increased live time due to the added capability of detecting
events when only a single GW detector is online: given 3
detectors with independent duty cycles of 70%, there is only
one detector online 3⇥ 70%⇥ (30%)2 = 18.9% of the time.
A more significant fraction of the improvement in sensitive
volume comes from the increased isotropy in the sensitiv-
ity of the GW detector network when two or more detectors
are online due to the effective removal of the single-detector
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https://emfollow.docs.ligo.org/userguide/capabilities.html
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Table 1. Detection rates (per year) in three di↵erent network
configurations. Three columns correspond to all the detections,
detections with ◆  20� and ◆ > 20�. The rows corresponding to Un-

triggered BNS are the independent BNS detections, Total corre-
sponds to Untriggered plus the SGRB-triggered detections while
the joint BNS-SGRB corresponds to those cases in which both
are simultaneously detected irrespective of whether triggered or
untriggered.

Case Any ◆ ◆  20� ◆ > 20�

LHV

Untriggered BNS 5.7+13.7
�4.8 1.1+2.6

�0.9 4.6+11.1
�3.9

Total BNS 6.5+15.9
�5.6 1.7+4.1

�1.5 4.8+11.8
�4.1

Joint BNS-SGRB 2.2+5.5
�1.9 1.3+3.2

�1.1 0.9+2.3
�0.8

LHVK

Untriggered BNS 23.5+57.3
�20.1 4.3+10.5

�3.7 19.2+46.7
�16.4

Total BNS 26.7+64.8
�22.8 6.8+16.4

�5.8 19.9+48.4
�17.0

Joint BNS-SGRB 8.1+19.6
�6.9 5.1+12.3

�4.3 3.0+7.3
�2.6

LHVKI

Untriggered BNS 164.8+400.6
�140.7 31.0+75.4

�26.5 133.8+325.3
�114.2

Total BNS 178.4+433.4
�152.2 44.1+107.1

�37.6 134.3+326.3
�114.6

Joint BNS-SGRB 34.6+84.3
�29.6 30.3+73.7

�25.9 4.3+10.6
�3.7

year) for untriggered BNS, total BNS and the joint BNS-
SGRB detections in all three network configurations. Di↵er-
ent columns correspond to the overall rates, rates for ◆  20�

and the rates for ◆ > 20� respectively.
We make the following observations from Table 1:

• The fraction of total BNS detections which are joint
BNS-SGRB detections is 34% in LHV configuration, 30%
in LHVKI, and 19% in LHVKI. The decrease in joint detec-
tion fraction at higher GW sensitivity is due to the several
BNS detections at large inclinations for which the SGRB
counterpart is undetected.
• Due to the SGRB-triggered BNS detections, the overall

BNS rate increases by 29% (LHV ), 26% (LHVKI ) and 8%
(LHVKI ). This shows that the contribution from triggered
detections becomes less relevant as the sensitivity of the GW
network increases. Also, their relevance gets restricted to
the low inclination angle cases, with the improvement being
above 40% for ◆  20� cases and only below 5% for ◆ > 20�

cases. This is a direct consequence of the previous point
that most BNS with ◆ > 20� have their SGRB counterparts
undetected.
• The number of joint detections with ◆  20� is several

times larger than the number of joint detections with ◆ > 20�.
For the LHV, LHVK and the LHVKI configurations consid-
ered in this paper, the ratio of number of events with ◆  20�

to those with ◆ > 20� are 10:7, 10:6 and 7:1 respectively.
• For ◆  20�, the joint detection rates are very close to

the total BNS detection rates, for all the three networks.
The small di↵erences found in the table are due to the lim-
ited sky coverage of Fermi GBM, rather than sensitivity. For
a 100% sky-coverage instrument, the joint detection rates
will be very close to the total BNS detection rates when
◆ < 20�. In other words, in the era of the second-generation
GW detectors, most of the BNS detections with ◆ < 20� are

SGRB-detectable too, unless restricted by instrument’s sky
coverage.
• The joint BNS-SGRB detection rate for the LHV con-

figuration is 2.2+5.5
�1.9 per year. It is worth noting that this is

broadly consistent with the local short GRB rates obtained
in Mandhai et al. (2018) where the upper limit to the all-
sky detection rate of local short GRBs (estimated from Swift
observations) is < 4 per year from within DL < 200 Mpc.

4 CONCLUSION AND OUTLOOK

In this work, we have discussed the prospects of multi-
messenger detections of BNS mergers, assuming all BNS
mergers produce relativistic structured jets with Gaussian
profiles as inferred for GRB170817A. We demonstrated the
expected distributions of inclination angles for BNS detec-
tions in the untriggered, triggered and joint detection sce-
narios and forecasted the distance reach and detection rates
of BNS detections for the sensitivities at the current and
upcoming upgrades of LIGO-Virgo-KAGRA detectors. We
find that the narrowly collimated and highly relativistic na-
ture of the SGRB jets leads to strong correlation between
the detectability of the SGRB counterpart and the binary
inclination angle and as a result, the chances of joint detec-
tion diminish greatly at higher inclination angles. We have
demonstrated these e↵ects through the distance reach and
detection rates showing them as a function of inclination
angle.

The present analysis has considered Fermi GBM as the
only �-ray detection facility alongside the multi-detector net-
work of detectors for GW detections. As mentioned before,
Fermi GBM has ⇠ 60% duty cycle (the time-averaged sky
coverage) and limited sky localisation ability which is of the
order of several square degrees. Our results, in strict sense,
are sensitive to these specific features and subject to vary
if we consider other �-ray instruments to be simultaneously
operational, though the broader conclusions of the paper
will remain the same. For example, INTEGRAL/SPI-ACS
has an e↵ective duty cycle of 85% (Savchenko et al. 2017a)
which if operated simultaneously with Fermi GBM, will re-
sult in a combined duty cycle of ⇠94% which in turn will
increase the chances of triggered detections and joint detec-
tion. With the inclusion of Swift BAT which has only 11%
duty cycle, the combined duty cycle further increases to at
most ⇠ 95% while Fermi and Swift alone provide a combined
duty cycle3 of ⇠64%

On the other hand, Swift has a much better ability for
sky localization (order of arcmin) compared to Fermi which
will enable follow-up observations in other EM bands such
as kilonovae and/or afterglows which will perhaps lead to
avail the redshift information either from an optical coun-
terpart or via the identification of host galaxies. The redshift
information will significantly improve the source character-
ization of BNS merger and will also have implications for
fundamental physics such as probing GW polarization, Hub-
ble constant measurements etc. As far as the results of this

3 If D1, D2, ..DN are the duty cycles normalized to unity, of N
instruments in operation, then the combined duty cycle, which
can be interpreted as the probability that at least one of them is
observing a given event, is obtained as Dcombined = 1 �QN

i=1(1 � Di)
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Figure 5. Contour plot of the two-dimensional posterior
as a function of the �L parameter (x-axis) and of the base
10 logarithm of L0 (y-axis) with plots of the corresponding
marginalized posterior curves (in green). The contours cor-
respond to the 90% and 50% credible regions (respectively in
blue and red) for the two parameters. The bounds regions for
those two parameters are compatible with the measured lu-
minosity from GRB 170817A (yellow dashed line with shaded
area) as its value is greater than L0 for the bulk of the values
of our population. The marginalized posterior for L0 peaks
around L = LGRB 170817A because of the likelihood factor
which requires that the joint detection happened around that
value.

The plot in the bottom panel of Fig. 6 shows the in-
verse cumulative short GRB rate density distribution
R0(> L) as a function of the luminosity L. The credible
intervals corresponding to the sampled curve are com-
patible with the BNS rate density measured for Abbott
et al. (2021c).
Given the present results on the low-luminosity short

GRB population and the expected sensitivity for the
fourth observing run of Advanced LIGO and Advanced
Virgo (O4; Abbott et al. 2020), and only considering
short GRBs detected by Fermi/GBM as onboard trig-
gers, we estimate a joint GW–GRB detection rate of
RO4

GW�GRB = 1.04+0.26
�0.27 yr�1 during the next data col-

lecting period.

6. CONCLUSIONS

We followed-up Fermi/GBM and Swift/BAT GRBs
reported during LIGO–Virgo’s O3b and performed a
targeted search using the times of the GRBs and their
sky localizations to search for possible GW associations.

Figure 6. Plots of di↵erential local rate densities as func-
tions of luminosity (upper panel) and of the inverse cumu-
lative rate density as a function of L (lower panel). In the
upper plot, our set of curves is represented with the blue
solid line (the solid line represents the median one and the
shaded areas represent the 90% and 50% credible intervals).
At large luminosity, we do not represent the error bars, since
in this analysis the parameters of the distribution above
L⇤⇤ = 5⇥1049 erg s�1 were set by the analysis from Wander-
man & Piran (2015). In the same plot we also show the lu-
minosity functions from Salafia et al. (2020) (orange, dashed
line), Tan & Yu (2020) (yellow, dotted line) and Ghirlanda
et al. (2016) (green, dash-dotted line). In the bottom plot we
represent the median curve as a continuous brown line and
the 90% and 50% credible intervals respectively as yellow
and red dahsed lines.

LVK collaboration 
Fermi GRB-triggered GW search 

Abbot et al. 2021, arXiv: 2111.03608  

Untriggered: 
Events detectable only by GW 

Total BNS: 
Events with both GW and GRB triggered 

Joint BNS-GRB: 
BNS Event which both GW & GRB is detectable

(Expected rate for O3 was  
0.07-1.8 Event/yr @ O2 era)

O3

Design 
 ~O5-

~O4 
-O5

fGBM> 2 x 10-7 erg /cm-2  

(including off-axis events)
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Figure 2. The 90% inclusion distance of BNS and BNS-SGRB
joint detections as a function of inclination angle. 90% inclusion
distance is the luminosity distance which includes 90% of the de-
tections for a source population which is uniformly distributed in
comoving volume. The solid curves correspond to the BNS merger
detections by GW detector networks while the dashed curves cor-
respond to the joint (simultaneous) detections of BNS and SGRB.
The three colors show the three di↵erent network configurations
LHV, LHVK, and LHVKI with respective sensitivities. SGRB
counterparts are assumed to have Gaussian structured jets pro-
ducing prompt ��ray emissions whose detectability were assessed
for Fermi GBM detection limits.

tance. Note that the 90% inclusion distance is di↵erent from
the horizon distance which is the distance to the farthest de-
tectable source by a given network.

The results are shown in figure 2 where the solid blue
curves correspond to the BNS merger detections by GW
detector networks alone (untriggered BNS detections) while
the dashed curves correspond to the joint (simultaneous) de-
tections of BNS and SGRB. We observe the following points
in figure 2.

(i) The untriggered BNS distance reaches (solid curves)
are continuous curves with a decreasing trend as a function
of the inclination. This trend is clearly due to the fact that
the GW signal amplitudes of the plus and cross polarisa-
tions scale down with inclination as (1 + cos2 ◆)/2 and cos ◆
respectively (Schutz 2011).

(ii) The joint detection distance reaches (dashed curves)
have discontinuities roughly around ◆ = 20� for all three net-
work configurations. The first part of the curve (left to the
discontinuity) follows the BNS reach as the SGRB detections
at this range of inclinations are possible even from > 1Gpc.
The second part of the curve (the sharp declining part to the
right of the discontinuity) follows the SGRB distance reach
which in turn is due to the combined e↵ect of the assumed
jet properties (structure as well as the specific properties

such as E�, ✓c etc. ) and the Fermi GBM threshold. These
dashed curves can be seen to be joining together which is
due to the common Fermi GBM sensitivity assumed in this
study alongside all the three GW network configurations.

(iii) On the left part of the discontinuity, the reaches of
joint detections (dashed curves) are deeper than the cor-
responding reaches of untriggered BNS detections (solid
curves). This is due to the respective choices of SNR thresh-
olds while this is not reflected on the right to the discontinu-
ity as there the horizon is set solely by the �-ray detectabil-
ity.

(iv) Apart from the untriggered and joint-detection dis-
tance reaches, we have the distance reaches for the overall
(total) BNS detections (equivalent to the dotted curves in
figure 1). These are not explicitly shown in figure 2 as they
will simply follow the dominant trend on either side of the
intersect for each detector combination.

3 DETECTION RATES AND OTHER
IMPLICATIONS

In this section, we compute the detection rates of BNS events
as well as BNS-SGRB coincident events for various network
configurations. Motivated by the discontinuity features ob-
served in Figures 1 and 2, we compute detection rates for
the arbitrary ranges ◆  20� and ◆ > 20�. To compute the
rates using our simulated population, we follow the method
described below.

The BNS detection rates are obtained as the product
of the intrinsic BNS merger rate density Rmerger and the co-
moving detection volume hVidet,

rdet = Rmerger ⇥ hVidet , (2)

where Rmerger represents the non-evolving BNS merger rate
density (in units of Gpc�3yr�1). In this work, we use the
merger rate density Rmerger = 662+1609

�565 estimated from O1/O2
observations by the GstLAL search pipeline (Abbott et al.
2018a), hVidet is the detection volume of the detector net-
work ie, the volume (in Gpc3) which our detector network is
sensitive to for BNS mergers. hVidet depends on the network
configuration as well as their sensitivity and the properties
of the population which is assumed (for example, the mass
distribution which in this study is assumed to be uniform in
1 � 2M� for component masses while there are other models
used in literature (Abbott et al. 2018a)). Given our simu-
lated population, hVidet can be estimated as

hVidet =

 
Ndet

Nmax

!
⇥ Vmax. (3)

where Ndet is the number of detected sources out of the
total Nmax sources which are distributed in a volume Vmax.
Note that the detection volume hVidet is an approximation
to the hVT idet used in the LIGO-Virgo rate calculation (Ab-
bott et al. 2018a,b). Since we assume the sensitivity of our
network configurations to be static over a year, hVidet can
well be treated as a time-averaged version of hVT idet. In ob-
taining the detection rates, we have assumed a 50% duty
cycle for each of the GW detectors and a 60% sky coverage
(time-averaged) for Fermi GBM telescope following Burns
et al. (2016).

In Table-1, we have shown the detection rates (per
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VHE (GeV-TeV) photons from GRB 

VHE (GeV-TeV) photons are detected for long GRBs 
(MAGIC: Acciari et al. 2019,  
H.E.S.S.: Abdalla et al. 2019, 2020) 

Evidence of VHE (GeV-TeV) photons from a short GRB 

GRB160821B  (MAGIC: Acciari et al. 2021)

Patricelli et al., CTA Consortium ICRC2021 
(see e.g., Veres &  Mezaros et al. 2014, Murase et al. 2018, 

Kimura et al. 2019 for the mechanisms)

VHE follow-up of GW event by CTA 

Distance: up to 500 Mpc. 
Delay time : 10 min. 
LX~LVHE 

On axis ( <10 deg.) 
~92% by a few hours of exporsure 

Off axis ( <45 deg.) 
~54% by a few hours of exporsure 

Size of the localization area will be 
the key point for the follow-up

Searching for VHE EM counterparts to GWs with CTA Barbara Patricelli

(a) CTA South, z20�, (\view < 10�) (b) CTA South, z20�, (\view < 45�)

(c) CTA North, z20�, (\view < 10�) (d) CTA North, z20�, (\view < 45�)

Figure 1: Percentage of short GRBs with \view < 10� (left panels) and \view < 45� (right panels) detected
with CTA South (upper panels) and North (lower panels) with a given exposure time as a function of the delay
time from the onset of the GRB emission and the starting of the observation of the sky region containing the
source. A zenith angle of 20� has been assumed for all the GRBs.

5. A test case

The complete algorithm described in Subsection 4.1 is currently being used to investigate the
GRB catalog associated with the simulated GW events from the GWCOSMoS database. Here we
show one example corresponding to a simulated BNS merger located at a distance of ⇠ 270 Mpc
and whose GW sky localization area3 is ⇠ 40 deg2; the associated GRB is on-axis.

The injection time is 2016-04-15 00:15:30 UTC and has been selected so that the observations
can be scheduled by at least one site, in this case CTA North. Four observations are scheduled,

3Here we refer to the 90% credible region, i.e., the area enclosing 90% of the total posterior GW probability.
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Figure 1. Simulated KN light-curves in the six Rubin filters for di↵erent properties of the ejecta (mass and velocity) at four
representative distances (30, 100, 200 and 300 Mpc). The models include a “red” and “blue” KN component. We explore three
values of the red-component ejecta mass, Mej,R = 0.005, 0.01, 0.05M�, with velocity vej,R = 0.15 c (the KN luminosity is not a
strong function of vej,R and values within 0.1–0.2 c give comparable results). For each combination of these parameters, the blue
ejecta component is Mej,B = 0.5 ⇥Mej,R and vej,B = 1.5 ⇥ vej,R. Open circles depict the expected optimal cadence times post
merger (1, 2, 4, 24, and 48 hr, with the possible addition of data at 8 hr). Dotted and dot-dashed horizontal lines mark typical
5� detection thresholds of ZTF and DECam, respectively, assuming 30 s exposure times (although GW follow-up with those
instruments is likely to be performed using longer exposure times). Red and purple solid lines: Rubin 5� detection thresholds
for exposure times of 30 s and 180 s under ideal observing conditions.

from the moon and the Galactic plane) to be followed
up, the desired time allocation for NS–NS mergers is
about 13 hr and 9 hr, respectively, during O5, for a total
of ⇠ 22 hr.
Optimal strategy: Three sets of five filter observa-

tions (u+ g+ r+ i+ y in dark time and g+ r+ i+ z+ y
in bright time; 30 s for each filter) should be employed.
Observations will be log-spaced in time with focus on
the first night the object is available to sample the very
early KN evolution (see §1 and §2.1.1 regarding the sci-
entific significance of rich observations within few hours
from the merger) at 1 hr, 2 hr, and 4 hr from all NS–NS
mergers with ⌦90%  100 deg2 and for which the sky
position and time are favorable for rapid follow-up with

Rubin. Additional observations at 8 hr are desired, too,
if they are possible to perform.
On the second night, the entire localization area

should be imaged with 180 s exposures in all five fil-
ters for events with ⌦90%  20 deg2 and g + z filters for
events with 20 deg2 < ⌦90%  100 deg2.
If an optical counterpart has not been unambiguously

identified, we suggest performing a final set of observa-
tions on the third night. This could be the only way
of e↵ectively distinguishing a KN from supernovae and
other contaminant sources.
With this optimal strategy, the average Rubin invest-

ment of time per NS–NS merger is 2.19 hr (5.59 hr) for

I.	Andreoni		et	al.	2021

Target of Opportunity  
follow-up by Vera Rubin (2024+) 
during O5: 

10 BNS: 
 ~7 (Ω90%<20 [deg2]) 
 ~3 (20<Ω90%<100 [deg2]) 

15 BHNS: 
 ~12 (Ω90%<20 [deg2]) 
 ~3 (20<Ω90%<100 [deg2])

Vera Rubin observatory 

16 Andreoni et al.

Figure 6. Cumulative apparent peak magnitude distribution of KNe associated to O5 NS–NS (top row) and NS–BH (bottom
row) GW events. The left-hand panels refer to the g band, while the right-hand ones are for the z band. Blue lines are for
tightly localized events (⌦90%  20 deg2) while orange ones refer to events with 20 deg2 < ⌦90%  100 deg2. The vertical dashed
lines show our estimated 5� single-visit depth for 30s and 180s exposures, as annotated.
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Figure 6. Cumulative apparent peak magnitude distribution of KNe associated to O5 NS–NS (top row) and NS–BH (bottom
row) GW events. The left-hand panels refer to the g band, while the right-hand ones are for the z band. Blue lines are for
tightly localized events (⌦90%  20 deg2) while orange ones refer to events with 20 deg2 < ⌦90%  100 deg2. The vertical dashed
lines show our estimated 5� single-visit depth for 30s and 180s exposures, as annotated.
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Figure 2. Maximum distance at which gravitational wave afterglows can
be detected as a function of inclination angle for a range of circum-merger
densities. Solid lines denote observations of 200 galaxies to a detection
threshold of 75 `Jy at 3 GHz with the VLA, while dashed lines denote
observations with the ATCA targeting 50 galaxies to a detection threshold
of 70 `Jy at 8 GHz. The LIGO range for O4 and design specifications is
shaded in dark and light grey respectively. The 50% completeness of the
GLADE catalogue is also labelled.

normalisation constant is calculated by requiring hR(\obs)i = R.
Duque et al. (2019) obtain the same result by instead computing the
gravitational wave detector horizon. While Finn & Cherno� (1993)
only calculate antenna patterns for L-shaped interferometers, the
above equation is a su�cient approximation to the 3G detector
configurations for our purposes as any discrepancy is negligible
compared to the current uncertainty in detector specifications and
sensitivity.

5.2.1 Galaxy Targeting

Figure 2 shows the maximum distance at which an afterglow can
be detected for a range of circum-merger densities spanning 10�4–
1 cm�3, using a galaxy-targeting approach with the ATCA and the
VLA as outlined in Section 3.2.

We note that while this strategy will allow most events to be
detected at distances comparable to the LIGO range, the incom-
pleteness of existing galaxy catalogues at these distances makes
this strategy only feasible for the closest mergers (⇡! ⌧ 100 Mpc).
We do not consider applying this approach to any next generation
facilities as their fields of view are large enough that they contain
multiple candidate hosts per pointing, and their survey speeds are
large enough that an unbiased search is generally feasible.

5.2.2 Unbiased Searches

We therefore turn our focus to the unbiased searches described in
Table 3, which we split into four broad categories.

Figure 3 shows the detectability of events in unbiased searches
with current facilities. Most on-axis mergers, as well as most o�-axis
mergers occuring in dense environments, localised to  10 deg2 de-
tected with current gravitational wave facilities and the A+ upgrade
will be detectable with MeerKAT and some will be detectable with
the VLA and Apertif. However, we note that only a small fraction of

Table 3. Capabilities of unbiased searches for radio afterglows for a range
of telescopes and observing strategies, including observing frequency (a),
bandwidth (�a), total areal coverage (⌦total) and required observing time
()total)

Telescope a Strategy ⌦total (detect )total
(GHz) (deg2) (`Jy) (hr)

Apertif 1.4 deep 10 125 12
wide 40 250 12

ASKAP 0.9 deep 30 175 10
wide 300 550 10

DSA 1.35 deep 10 5 1
wide 100 5 2.5

MeerKAT 1.4 wide 10 35 12

ngVLA 2.4 wide 10 5 10
ultra-wide 100 25 10

SKA-1 1.43 wide 10 10 10
ultra-wide 100 40 10

SKA-2 1.43 wide 10 1 10
ultra-wide 100 4 10

VLA 1.5 wide 5 75 12

events will be localised this well with these detectors. LIGO Voy-
ager will have better localisation capabilities, and some events will
produce afterglows that are detectable out to the detector horizon.

For events that are localised to tens of square degrees, com-
parable to the median localisation for 2G detectors (Abbott et al.
2020b), we consider follow-up with ASKAP and Apertif. Figure 3
also shows the maximum distance at which afterglows will be de-
tected, and we find that it is feasible to detect the afterglow produced
by most on-axis mergers with current gravitational wave detectors.

Figure 4 shows the same metrics applied to the DSA-2000,
ngVLA and SKA-1 compared to the range of Voyager and 3G
detectors for events localised to  10 deg2 and  100 deg2. We
find that while the majority of events detected with Voyager will
be accompanied by detectable afterglows, it will not be possible to
detect afterglows in widefield follow-up of the most distant events
discovered by a complete 3G network. However, we note that the
median localisation achievable with a complete 3G network is ⇠
1 deg2. Therefore widefield searches will not be necessary for most
events, and the targeted single-pointing strategy outlined in Section
5.2.3 may be a more useful metric.

5.2.3 Monitoring electromagnetic counterparts

Figure 5 shows prospects for detecting radio emission with current
radio facilities from events that have been localised by the detec-
tion of an electromagnetic counterpart. Assuming that neutron star
mergers occur in comparably dense environments to short GRBs
(= ⇠ 10�2 cm�3 Fong et al. 2015) we find that most neutron star
mergers detected during O4, and a large fraction with the A+ con-
figuration, should produce radio emission that is detectable with
deep single pointing observations. However current facilities will
not be su�cient for a comprehensive census of radio afterglows
as we move towards the 3G era – only on-axis mergers occuring
in dense environments (= & 10�1 cm�3) will be detectable at the
Voyager horizon.

The sensitivity of future radio telescopes will partially ad-
dress this problem. Figure 6 shows the detectability horizon for the
ngVLA and both phases of the SKA (with the DSA-2000 horizon

MNRAS 000, 1–15 (2021)
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Figure 3. Similar to Figure 2. Left: unbiased observations of events localised to  10 deg2 with MeerKAT, Apertif and the VLA. Right: unbiased observations
with Apertif (covering 40 deg2) and ASKAP (deep covering 30 deg2 and wide covering 300 deg2). The gravitational wave detector range for O4, A+ and
Voyager are shown in increasingly light tones of grey.

Figure 4. Similar to Figure 2. Unbiased observations of events localised to  10 deg2 (left) and  100 deg2 (right) with the SKA-1, DSA-2000 and ngVLA.
The range of a nominal SKA-2 design is ⇠ 3 times further than the SKA-1. The detector range of Voyager, a preliminary 3G detector with a 5 Gpc range, and
3G detectors are shown in increasingly light tones of grey.

comparable to that of the SKA-1). While most events detected with
Voyager will be within range of future radio telescopes, the most
distant events detected with 3G detectors will be well beyond the
range of even the SKA-2. However, these detectors will detect thou-
sands of events per year and therefore the limiting factor in obtaining
a census of radio afterglows will be the amount of telescope time
available rather than the current scenario which is limited by a lack
of events.

5.3 Serendipitous detections and orphan afterglows

We also consider the detection of afterglows from known grav-
itational wave events and orphan afterglows (i.e. events with no
previous EM/GW detection), in the transients surveys outlined in
3.4. Table 4 shows the properties of the surveys, and Figure 7 shows
the application of the same detectability metrics as above.

To determine the capability of surveys to obtain a complete
sample of mergers occuring within their footprint, we also apply an

Table 4. Ongoing, upcoming and idealised transients surveys. The fraction
of the total sky covered by the survey is in column 3, while (det corresponds
to a 5f detection threshold based on expected image noise. The MeerKAT
survey is a theoretical idealised survey and there are no current plans to
undertake it.

Survey a Sky coverage Cadence (det
(GHz) (months) (`Jy)

VLASS 3 0.82 32 600

VAST-Wide 0.9 0.23 daily 2500
VAST-Deep 0.9 0.23 8 250

MeerKAT 1.4 0.12 4 20
DSA (CASS) 1.35 0.75 4 10

additional constraint of the afterglow remaining detectable for a time
corresponding to the survey cadence. This ensures that the afterglow
will be detected in at least one epoch of the survey, although we
note that multiple detections and multi-wavelength follow-up will be
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Figure 3. Similar to Figure 2. Left: unbiased observations of events localised to  10 deg2 with MeerKAT, Apertif and the VLA. Right: unbiased observations
with Apertif (covering 40 deg2) and ASKAP (deep covering 30 deg2 and wide covering 300 deg2). The gravitational wave detector range for O4, A+ and
Voyager are shown in increasingly light tones of grey.

Figure 4. Similar to Figure 2. Unbiased observations of events localised to  10 deg2 (left) and  100 deg2 (right) with the SKA-1, DSA-2000 and ngVLA.
The range of a nominal SKA-2 design is ⇠ 3 times further than the SKA-1. The detector range of Voyager, a preliminary 3G detector with a 5 Gpc range, and
3G detectors are shown in increasingly light tones of grey.

comparable to that of the SKA-1). While most events detected with
Voyager will be within range of future radio telescopes, the most
distant events detected with 3G detectors will be well beyond the
range of even the SKA-2. However, these detectors will detect thou-
sands of events per year and therefore the limiting factor in obtaining
a census of radio afterglows will be the amount of telescope time
available rather than the current scenario which is limited by a lack
of events.

5.3 Serendipitous detections and orphan afterglows

We also consider the detection of afterglows from known grav-
itational wave events and orphan afterglows (i.e. events with no
previous EM/GW detection), in the transients surveys outlined in
3.4. Table 4 shows the properties of the surveys, and Figure 7 shows
the application of the same detectability metrics as above.

To determine the capability of surveys to obtain a complete
sample of mergers occuring within their footprint, we also apply an

Table 4. Ongoing, upcoming and idealised transients surveys. The fraction
of the total sky covered by the survey is in column 3, while (det corresponds
to a 5f detection threshold based on expected image noise. The MeerKAT
survey is a theoretical idealised survey and there are no current plans to
undertake it.

Survey a Sky coverage Cadence (det
(GHz) (months) (`Jy)

VLASS 3 0.82 32 600

VAST-Wide 0.9 0.23 daily 2500
VAST-Deep 0.9 0.23 8 250

MeerKAT 1.4 0.12 4 20
DSA (CASS) 1.35 0.75 4 10

additional constraint of the afterglow remaining detectable for a time
corresponding to the survey cadence. This ensures that the afterglow
will be detected in at least one epoch of the survey, although we
note that multiple detections and multi-wavelength follow-up will be
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telescopes can cover that area more e�ciently. Gravitational wave
localisations are generally irregular shapes (although this will be
less true as we move to arrays with >3 detectors) and often multi-
modal, while telescope fields of view are either circular or rectan-
gular. Ghosh et al. (2016) find that it is significantly more e�cient
to cover localisation regions with a distributed group of multiple
small-FoV telescopes than a single widefield telescope due to the
lower extraneous coverage. Similarly, the SKA/ngVLA will use
many small-FoV pointings and will therefore achieve more e�cient
coverage than the DSA-2000 strategy of fewer large-FoV pointings.

3.4 Serendipitous Observations

Advances in radio telescope technology will allow for numerous
widefield surveys of the radio sky to be undertaken in the coming
decades. Deep all-sky surveys will provide sensitive reference im-
ages for transient follow-up, and widefield transient searches will
likely provide serendipitous coverage of gravitational wave events.

3.4.1 ASKAP

The Evolutionary Map of the Universe (EMU; Norris et al. 2011)
will cover the sky South of +30 deg declination to a design sensi-
tivity (1f noise) of ⇠ 10 `Jy at 1.3 GHz. This will provide the most
sensitive map of the Southern radio sky to-date and be useful as
a reference image for transient searches. The Rapid ASKAP Con-
tinuum Survey (RACS; McConnell et al. 2020) achieves a typical
sensitivity of 250 `Jy at 900 MHz and has already been used as a
reference image in follow-up of GW190814 (Dobie et al. 2019b).

The proposed Variables And Slow Transients (VAST; Murphy
et al. 2013) survey is split into three main components, Wide, Deep
and Galactic, and will span at least 5 years. VAST-Wide will observe
an area of 10000 deg2 to a detection threshold of 2.5 mJy on a daily
cadence. VAST-Deep will achieve a detection threshold of 250 `Jy
and will observe 10000 deg2 7 times, and a single 30 deg2 field
daily. VAST-Galactic will observe 750 deg2 of the galactic plane
64 times to a detection threshold of 500 `Jy, which will be useful
for events where optical follow-up is hindered by extinction and a
high rate of unrelated transients. Here we consider the VAST-Wide
and low cadence VAST-Deep surveys, as the wide areal coverage
makes them more conducive to this kind of search. We also note
that the ASKAP Survey Science observing strategy has not yet been
finalised

3.4.2 MeerKAT

While MeerKAT has a higher instantaneous sensitivity than
ASKAP, there are currently no plans to use it for a dedicated
widefield untargeted transients survey (Fender et al. 2017). Instead,
transient searches will be conducted using commensal data from
other surveys, which cover relatively small areas of sky (generally
less than 30deg2, see Holwerda et al. 2012; Serra et al. 2016; de
Blok et al. 2016; Bailes et al. 2018). Therefore the proposed tran-
sients search with MeerKAT will search a smaller area of sky to a
greater sensitivity compared to ASKAP. As this is less conducive to
serendipitous coverage of multi-messenger events, we instead con-
sider an idealised untargeted survey for radio transients covering
5000 deg2 observed to a sensitivity of 20 `Jy with 9 observations
separated by 4 months. This corresponds to a total observing time
of 3750 hours.

Table 2. Capabilities of gravitational wave detector networks made of the
Hanford (H), Livingston (L), Virgo (V), Kagra (K), LIGO-India (I) detectors.
Detectors improved by the A+ upgrade are denoted by a subscript + while
LIGO-Voyager detectors are denoted by a subscript + .

Epoch Facilities Timeline Rangea Localisationb Ratec

(Mpc) (deg2) (yr�1)
O4 HLVK 2022–23 190d 35 10
O5 H+L+V+K 2025–26 330d 35 50
2G H+L+V+KI+ 2026 330 35 50

Voy. HVLVVV 2030 1100 70 1800

3G ET, CE, Voy 2040 5 ⇥ 104 10 108

ET, 2CE 5 ⇥ 104 1 108

a Maximum range of any detector in the network
b Order of magnitude estimate for typical localisation
c Number of detections per year assuming a merger rate of 320 Gpc�3yr�1

(The LIGO Scientific Collaboration & the Virgo Collaboration 2020)
d We assume a total network range of 160 Mpc and 300 Mpc for O4 and O5

respectively

3.4.3 Deep Synoptic Array

The Cadenced All-Sky Survey (Hallinan et al. 2019) will observe
16 epochs of the sky North of �30 deg on a 4-month cadence to a
detection threshold of 10 `Jy, providing coverage of the majority of
gravitational wave events. It will also ultimately provide a reference
image with an rms noise of 500 nJy.

4 GRAVITATIONAL WAVE DETECTORS

4.1 Second Generation Detectors

4.1.1 Fourth Observing Run (O4; 2022–2023)

The Fourth Observing Run (O4) will run for one year with both
LIGO detectors close to the design sensitivity of a sky and incli-
nation angle averaged detection range of 190 Mpc (Abbott et al.
2020b). Advanced Virgo will have a binary neutron star range of
90–120 Mpc (comparable to the LIGO detector ranges during O3),
while the sensitivity of KAGRA (KAGRA Collaboration et al. 2019,
2020) has a large uncertainty and estimates for its binary neutron
star range is 25–130 Mpc. Assuming a KAGRA range of 80 Mpc
the estimated number of detections is 10+52

�10, with a median 90%

localisation of 33 deg2. We adopt a detection range of 160 Mpc
based on the minimum specifications for the LIGO detectors and
reflecting the lower range of the other two detectors.

4.1.2 Fifth Observing Run (O5; 2024–2025)

The fifth observing run will begin after the A+ upgrade, which
will increase the LIGO detector range to 330 Mpc Abbott et al.
(2020b). The Virgo detector will also undergo significant upgrades,
and will operate with a binary neutron star range of 150–260 Mpc
and KAGRA will operate with a range of at least 130 Mpc and
possibly as high as 155 Mpc. For the purposes of this paper we
assume a sky and inclination angle averaged detection range of
300 Mpc.

4.1.3 A Five Detector Network (2025+)

LIGO-India (Iyer et al. 2011) is expected to join operations in
2025 and will eventually reach design specifications with a range
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Question: Can we tell about 
the fate of the merger remnant 

from the observation?
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Long-lived strongly magnetized remnant MNS

neutrino heating of the surrounding accretion disk (e.g., Metzger &
Fernández 2014; Perego et al. 2014; Martin et al. 2015), but the
velocity of this material 0.1 c is also too low (Table 1).

2.2. Magnetized, Neutrino-heated Wind

A standard neutrino-heated wind cannot explain the
observed properties of the blue KN, but the prospects are
better if the merger remnant possesses a strong magnetic field.
Due to the large orbital angular momentum of the initial binary,
the remnant is necessarily rotating close to its mass-shedding
limit, with a rotation period P=2π/Ω≈0.8–1 ms, where Ω is
the angular rotation frequency. The remnant is also highly
magnetized, due to amplification of the magnetic field on small
scales to 1016 G by several instabilities (e.g., Kelvin–
Helmholtz, magnetorotational) which tap into the free energy
available in differential rotation (e.g., Price & Rosswog 2006;
Siegel et al. 2013; Zrake & MacFadyen 2013; Kiuchi
et al. 2015). As a part of this process, and the longer-term
MHD evolution of its internal magnetic field (e.g.,
Braithwaite 2007), the rapidly spinning remnant could acquire
a large-scale surface field, though its strength is likely to be
weaker than the small-scale field.

In the presence of rapid rotation and a strong ordered
magnetic field, magnetocentrifugal forces accelerate matter
outward from the HMNS along the open field lines in addition

to the thermal pressure from neutrino heating (Figure 1). A
magnetic field thus enhances the mass-loss rate and velocity of
the HMNS wind (Thompson et al. 2004; Metzger et al. 2007),
in addition to reducing its electron fraction as compared to the
equilibrium value obtained when the flow comes into
equilibrium with the neutrinos, Ye,ν (e.g., Metzger et al. 2008c).
A key property quantifying the dynamical importance of the

magnetic field is the wind magnetization
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leaving the NS surface, B is the average surface magnetic field
strength, fopen is the fraction of the NS surface threaded by open
magnetic field lines, Ṁ tot=fopenṀ is the total mass-loss rate,
and Ṁ is the wind mass-loss rate when fopen=1 limit (which
in general will be substantially enhanced from the purely
neutrino-driven value estimated in Equation (1)). In what
follows, we assume the split-monopole magnetic field structure
( fopen=1), which is a reasonable approximation if the
magnetosphere is continuously “torn open” by latitudinal
differential rotation (Siegel et al. 2014), neutrino heating of
the atmosphere in the closed-zone region (Thompson 2003;
Komissarov & Barkov 2007; Thompson & ud-Doula 2017),
and by the compression of the nominally closed field zone by
the ram pressure of the surrounding accretion disk (Parfrey
et al. 2016). However, our results can also be applied to the
case fopen = 1, as would characterize a more complex magnetic
field structure, provided that the ratio B M f2

open
1r �˙ can be

scaled-up accordingly to obtain the same value of σ needed by
observations.
Upon reaching the fast magnetosonic surface (outside of the

light cylinder), the outflow achieves a radial four-velocity vγ ;
cσ1/3 (Michel 1969). Winds with σ ? 1 thus become
ultrarelativistic, reaching a bulk Lorentz factor γ? 1 in the range
σ1/3  γ�σ, depending on how efficiently additional magnetic
energy initially carried out by Poynting flux is converted into
kinetic energy outside of the fast surface. By contrast, winds with
σ<1 attain subrelativistic speeds given by7
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where in the final line we have taken Rns=15 km and the
factor 3 accounts for the additional conversion of the wind
Poynting flux (two-thirds of its flow energy near the fast
surface) into bulk kinetic energy at larger radii.
Figure 2 shows the values of σ (or, equivalently, asymptotic

four-velocity; top axis) and Ṁ from a suite of steady-state, one-
dimensional, neutrino-heated, magnetocentrifugal wind solu-
tions calculated by Metzger et al. (2008c) for an assumed
neutrino luminosity L 1.6 1052x qO erg s−1, similar to that
from the hot post-merger remnant at early times ∼0.1–1 s after

Figure 1. Schematic diagram of the neutrino-irradiated wind from a
magnetized HMNS. Neutrinos from the HMNS heat matter in a narrow layer
above the HMNS surface, feeding baryons onto open magnetic field lines at a
rate that is substantially enhanced by magnetocentrifugal forces from the purely
neutrino-driven mass-loss rate (e.g., Thompson et al. 2004; Metzger et al.
2007). Magnetic forces also accelerate the wind to a higher asymptotic velocity
v≈vB≈0.2–0.3 c (Equation (5)) than the purely neutrino-driven case v 
0.1 c (Equation (2)), consistent with the blue KN ejecta. Though blocked by the
accretion disk directly in the equatorial plane, the outflow has its highest rate of
mass-loss rate, kinetic energy flux, and velocity at low latitudes near the last
closed field lines (Vlasov et al. 2014). The wind velocity ∝σ1/3 ∝ B2/3/Ṁ1/3

may increase by a factor of ∼2 over the HMNS lifetime (Figure 4) as its mass-
loss rate Ṁ subsides, or its magnetic field B is amplified, resulting in internal
shocks on a radial scale R vt t10 1ssh rem

10
rem_ _ ( ) cm, substantially larger

than the wind launching point. This late re-heating of the ejecta leads to
brighter KN emission within the first few hours after the merger (Figure 3).
Relativistic breakout of the shocks as the magnetar wind becomes
transrelativistic on a similar timescale might also give rise to gamma-ray
emission.

7 This result can be understood to order of magnitude by noting that
vB≈RAΩ, where RA is the Alfvén radius at which B2/8π≈ρ v2/2, where v
and ρ=Ṁ/4πvr2 are the velocity and density of the wind at radius r
(Thompson et al. 2004).
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e.g. Shibata et al. 2017, Metzger et al. 2018
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FIG. 8. Snapshots of the rest-mass density in units of g/cm3, temperature (kBT in units of MeV), specific entropy s in units
of kB, and electron fraction Ye at selected time slices for model MNS75a with the high-resolution run. The arrows denote the
velocity field of (vx, vz).

that in the neutron star. Also, the kinetic energy is al-
ways dominated by that of the neutrons star and does
not change significantly. For these reasons, the shapes of
the curves of EB and EB/Ekin are similar to each other.

The evolution of the electromagnetic energy inside the
neutron star after the saturation of its growth depends
strongly on the choice of �c, which determines the dissi-

pation timescale (for S⌦ = 0) given by
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and �c,8 := �c/108 s�1, respectively. Note that if ⌧dis is
negative, the system is unstable for the ↵-dynamo with
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Kilonova emission
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Synchrotron flare from  
the ejecta fast tail
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Summary
• GW170817 have been providing very interesting astrophysical 
information even 3.5 years after the onset of the merger.  

• Though it was not found in O3, GW+EM detections of NS mergers 
are promising at least in O5 era. 

• Multiple GRB-GW joint observations are expected to be achieved  
particularly in O5 era. VHE photons might be observed from such 
events even after ~104 s after the GW/GRB trigger. 

• A long-lived remnant with strong global magnetic field would be a 
source of bright EM counterparts. The Xray/radio-band follow-up 
observation will be an important tools for such an observation in the 
future.


