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実験の概要とこれまでの測定結果

• UHECRs観測とハドロン相互作用モデル起因の不定性 

• Large Hadron Collider forward ( LHCf ) 実験 

•これまでの測定結果( p-p/p-Pb,  √s=900 GeV - 7 TeV) 

•新型検出器開発 

• 13 TeV測定とPreliminary results



UHECRとハドロン相互作用モデルの問題
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• 空気シャワー実験がUHECRsの観測数を増やしつつある 
• TAx4, Auger primeによりさらに高統計が期待 

• 相互作用モデル起因の不定性が化学組成決定のボトルネック

(E > 1018.2 eV). Figs. 25–29 show the distributions in bins of width
0.2 in log10ðEÞ. There are at least 68 events in each bin. All bins with
E > 1019 eV are combined due to low statistics. For each energy bin
the data is in good agreement with the proton MC. The binned
maximum likelihood estimated chi-squared test values [23], for
each pair of distributions, are shown on each plot. The proton com-
parisons are in much better agreement, than iron, with the data
over the entire energy range. This agreement extends over a vari-
ety of hadronic models, as far as the elongation rate is concerned
(see Fig. 30).

Note that, since the estimated systematic uncertainty (at
Energy = 1019) of the mean Xmax is 16.3 g/cm2 and the statistical
uncertainty resulting from the linear fit (as shown in Fig. 23) is
9.4 g/cm2, both QGSJET-I-c and QGSJET-II-03 are in reasonable
agreement with the data, for a light, largely protonic, composition.
The SIBYLL 2.1 model [31] for protons is 20–30 g/cm2 deeper than
the data elongation rate. If the SIBYLL 2.1 model is correct, it would
require an admixture of alpha particles, and CNO nuclei to the pro-
tons to describe the data precisely. More recent hadronic models

are in progress. A recent monocular FD composition study shows
that, when compared to SIBYLL 2.1, QGSJETII-04 is only #2 g/cm2

shallower, and EPOS-LHC is expected to give a 20 g/cm2 deeper
Xmax result [32].

The PAO results indicate an RMS narrowing of the Xmax distribu-
tion relative to expectations for protons, at energies greater than
1018.5 eV. At the current level of statistics this paper cannot sup-
port, or rule out, such an effect because of statistical sampling bias,
particularly at the highest energies. Definitive statements about
this claim await the completed analysis of additional hybrid data
from the Black Rock and Long Ridge fluorescence detector sites,
as well as purely stereo data from all three sites.

9. Conclusion

The importance of this paper is in its use of fluorescence detec-
tors, identical to HiRes, with a hybrid reconstruction technique.
The HiRes composition result used a stereo reconstruction method,
while this paper uses a hybrid technique, similar but not identical,
to one used by the PAO group. It is therefore important that the
current hybrid TA data is in good agreement with the HiRes results,
as this indicates that differences in aperture, reconstruction, and
modeling by Monte Carlo simulations do not lead to any significant
systematic differences in the final physics result in the case of
identical fluorescence detectors.

The measured average Xmax at 1019 eV is 751 $ 16.3 sys. $ 9.4
stat. g/cm2 and the elongation rate is 24.3$ 3.8 sys.$ 6.5 stat. g/cm2.
Assuming a purely protonic composition, taking into account all
reconstruction and acceptance biases (using the QGSJETII-03 model),
we would expect the average Xmax at 1019 eV to be 763 g/cm2 and the
elongation rate to be 29.7 g/cm2 per energy decade.

Considering the fact that TA hybrid, and PAO hybrid data, have
different acceptances, and analysis techniques, a direct comparison
of the results can be misleading. Detailed comparisons, using a set
of simulated events from a mix of elements that are in good agree-
ment with the PAO data, are in progress [33]. Such a mix can be
input into the TA hybrid simulation, and reconstruction programs,
and the result will be a prediction of what TA should observe given
a composition inferred from PAO data. A direct comparison with
the TA data can then be made. Since this work is in progress, we
simply remark that a light, nearly protonic, composition is in good
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Fig. 28. The Xmax distributions from the data (black points), QGSJETII-03 proton MC
(blue histogram), and iron MC (red histogram): energy range = 18:8 < log10ðE=eVÞ
< 19:0. (For interpretation of the references to color in this figure legend, the reader
is referred to the web version of this article.)
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Fig. 29. The Xmax distributions from the data (black points), QGSJETII-03 proton MC
(blue histogram), and iron MC (red histogram): energy range = log10ðE=eVÞ > 19.
(For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.)
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Fig. 30. The final Middle Drum hybrid composition result using geometry and
pattern recognition cuts, for QGSJET-01c, QGSJETII-03, and SIBYLL 2.1 hadronic
models. Data are the black points with error bars. The solid black line is a fit to the
data. Colored lines are fits to MC. Blue is proton and red is iron. The green hashed
box indicates the total systematic error on hXmaxi. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of
this article.)

R.U. Abbasi et al. / Astroparticle Physics 64 (2015) 49–62 61

空気シャワーシミュレーションで
用いられる複数存在するハドロン
相互作用モデル

R.U. Abbasi et al.,  

Astroparticle Physics 64 (2015)



Contributions from accelerator 
experiments

 
● Inelastic cross section
 large → rapid development
 small → deep penetrating

● Inelasticity k = 1 – p
lead

 / p
mean

 large → rapid development
 small → deep penetrating

● Forward energy spectrum
 softer → rapid development
 harder → deep penetrating

● Nuclear effects

● Extrapolation to high energies
 precise measurements 
 at lower energies are
 crucial

First
interaction

(by TOTEM)

neutrons

photons, π0

p-Pb collisions

many
data

points
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相互作用モデルの加速器実験による検証
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Multiplicity and energy flux at LHC

• 空気シャワー発達に関連するのは、エネルギー流量の大きい(超)前方領域 
• 前方での粒子生成を測定し、相互作用モデルの予測と比較する

Pseudo-rapidity



LHCによる成果：post-LHC models
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The Large Hadron Collider forward (LHCf) experiment
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• 4 X-Y SciFi imaging layers 
+ MAPMTs 

• 20mm x 20mm +          
40mm x 40mm

• 4 X-Y Silicon strip 
imaging layers 

• 25mm x 25mm + 
32mm x 32mm

• Energy resolution ( >100GeV ) 
5% for γ, 40% for neutron 

• Position resolution (E.M shower) 
< 200 µm (#Arm1) 
~ 40 µm    (#Arm2)

• Sampling & Imaging E.M. calorimeters 
2 calorimeter towers 
Absorber: Tungsten 44X0, 1.6 λint 
Energy measurement: 16 plastic 
scintillator tiles 
Imaging: 4 tracking layers

Performance
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The LHCf collaboration
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Photon energy spectra @ √s = 7TeV
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LHCf Collaboration / Physics Letters B 703 (2011) 128–134 133

Fig. 5. Comparison of the single photon energy spectra between the experimental data and the MC predictions. Top panels show the spectra and the bottom panels show the
ratios of MC results to experimental data. Left (right) panel shows the results for the large (small) rapidity range. Different colors show the results from experimental data
(black), QGSJET II-03 (blue), DPMJET 3.04 (red), SIBYLL 2.1 (green), EPOS 1.99 (magenta) and PYTHIA 8.145 (yellow). Error bars and gray shaded areas in each plot indicate the
experimental statistical and the systematic errors, respectively. The magenta shaded area indicates the statistical error of the MC data set using EPOS 1.99 as a representative
of the other models. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this Letter.)

LHCf detectors by two methods; first by using the distribution of
particle impact positions measured by the LHCf detectors and sec-
ond by using the information from the Beam Position Monitors
(BPMSW) installed ±21 m from the IP [24]. From the analysis of
the fills 1089–1134, we found a maximum ∼4 mm shift of the
beam center at the LHCf detectors, corresponding to a crossing an-
gle of ∼30 µrad assuming the beam transverse position did not
change. The two analyses gave consistent results for the location
of the beam center on the detectors within 1 mm accuracy. In
the geometrical construction of events we used the beam-center
determined by LHCf data. We derived photon energy spectra by
shifting the beam-center by 1 mm. The spectra are modified by
5–20% depending on the energy and the rapidity range. This is
assigned as a part of systematic uncertainty in the final energy
spectra.

The background from collisions between the beam and the
residual gas in the vacuum beam pipe can be estimated from the
data. During LHC operation, there were always bunches that did
not have a colliding bunch in the opposite beam at IP1. We call
these bunches ‘non-crossing bunches’ while the normal bunches
are called as ‘crossing bunches.’ The events associated with the
non-crossing bunches are purely from the beam-gas background
while the events with the crossing bunches are mixture of beam-
beam collisions and beam-gas background. Because the event rate
of the beam-gas background is proportional to the bunch inten-
sity, we can calculate the background spectrum contained in the
crossing bunch data by scaling the non-crossing bunch events. We
found the contamination from the beam-gas background in the fi-
nal energy spectrum is only ∼0.1%. In addition the shape of the

energy spectrum of beam-gas events is similar to that of beam-
beam events, so beam-gas events do not have any significant im-
pact on the beam-beam event spectrum.

The collision products and beam halo particles can hit the beam
pipe and produce particles that enter the LHCf detectors. However
according to MC simulations, these particles have energy below
100 GeV [10] and do not affect the analysis presented in this Let-
ter.

5. Comparison with models

In the top panels of Fig. 5 photon spectra predicted by
MC simulations using different models, QGSJET II-03 (blue) [22],
DPMJET 3.04 (red) [21], SIBYLL 2.1 (green) [25], EPOS 1.99 (ma-
genta) [20] and PYTHIA 8.145 (default parameter set; yellow) [26,
27] for collisions products are presented together with the com-
bined experimental results. To combine the experimental data of
the Arm1 and Arm2 detectors, the content in each energy bin was
averaged with weights by the inverse of errors. The systematic un-
certainties due to the multi-hit cut, particle identification (PID),
absolute energy scale and beam center uncertainty are quadrati-
cally added in each energy bin and shown as gray shaded areas in
Fig. 5. The uncertainty in the luminosity determination (±6.1% as
discussed in Section 2), that is not shown in Fig. 5, can make an
energy independent shift of all spectra.

In the MC simulations, 1.0 × 107 inelastic collisions were gen-
erated and the secondary particles transported in the beam pipe.
Deflection of charged particles by the D1 beam separation dipole,
particle decay and particle interaction with the beam pipe are

• No model can reproduce LHCf spectra 
• but data points are among model predictions



Neutron spectra @ √s = 7 TeV
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Figure 3: Measured Arm1 energy spectra of neutron-like events together with MC predictions. Left panel shows the results for the small tower,
and the center and right panels show the results for the large tower. The vertical bars represent the statistical (they are very small) and systematic
uncertainties except the energy scale and luminosity uncertainties. Colored lines indicate MC predictions by EPOS 1.99 (magenta), QGSJET II-03
(blue), SYBILL 2.1 (green), DPMJET 3.04 (red), and PYTHIA 8.145 (yellow).
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Figure 5: Unfolded energy spectra of the small towers (η > 10.76) and the large towers (8.99 < η < 9.22 and 8.81 < η < 8.99). The hatched areas
show the Arm1 systematic errors, and the bars represent the Arm2 systematic errors except the luminosity uncertainty..
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Figure 6: Comparison of the LHCf results with model predictions at small tower (η > 10.76) and large towers (8.99 < η < 9.22 and 8.81 < η <
8.99). The black markers and gray hatched areas show the combined results of the LHCf Arm1 and Arm2 detectors and the systematic errors,
respectively.
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• Neutron production may be relevant to muon production 
• Could be a key for muon problem 

• EPOS 1.99, QGSJETII-03, SIBYLL 2.1 were not able to reproduce 
measured spectra
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New rad-hard LHCf detectors for √s=13 TeV 
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LHCf検出器の設置場所はLHCの中でも放射線環境が過酷なところ。 

特に13 TeV測定では30 Gy/nb-1に達し、プラシン等では正確な測定が無理
カロリメータと位置検出器SciFiで使用していた、プラシンをGd2SiO5 (GSO)に変更

20

LHCf upgrade for Run II
Improve the radiation hardness 

replacing plastic EJ-260 (102 Gy)  
with GSO scintillators (106 Gy) to 

cope with 30 Gy/nb-1 expected 
dose rate at √s = 13 TeV.

Arm1: Replace SciFi imaging 
layers with GSO bars hodoscope 

to improve radiation hardness.

Arm2: Modify the bonding of the silicon microstrip detectors 
to improve the dynamic range.

Arm2: Optimize the silicon layers position for the reconstruction 
of energy in imaging layers themselves. 

Upgrade the trigger system with new logic board.

GSO-bar hodoscope 
X-Y井桁状に並べた1mm pitchのGSOシンチ
レータからなるシャワー位置検出器

Sampling layer with GSO



Beam tests @ SPS, CERN
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• 2012/2014/2015の3回実施 
• 100-250 GeV electron/muon, 200-350 GeV protonを使用 

• √s=13 TeVで測定するのは 200 < E < 6500 GeV 
• 検出器のcalibration & performance check



Beam tests @ SPS, CERN
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based factors while colored points represent the factors at various energies of the electron beam. All points
are normalized to the factors obtained with the 200 GeV electron beam.

Figure 11. The distribution of the total energy deposit of the data (black points) compared with the simula-
tion (blue line) for Arm1 40 mm tower. The injected electron beam momentum was 200 GeV/c.
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(a) Arm1: 20 mm tower.

Electron beam energy [GeV]
0 50 100 150 200 250

T
o
ta

l e
n
e
rg

y 
d
e
p
o
si

t 
[G

e
V

]

0

1

2

3

4

5

6

7

8

9

(b) Arm1: 40 mm tower.
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(c) Arm2: 25 mm tower.
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(d) Arm2: 32 mm tower.

Figure 16. The relation between the energy of the incident particle and Sum-dE for both Arm1 and Arm2
detectors. The black points represent measured data while the fit function is drawn as a dashed line.
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(b) 20 mm 2nd layer
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(c) 40 mm 1st layer
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(d) 40 mm 2nd layer

Figure 18. Position resolution of the GSO-bar hodoscope layers depending on the incident electron beam
energies. Black and white markers represent data and simulation results, respectively. Events within 2 mm
and 4 mm square on the center of the calorimeters were selected for the 20 mm and 40 mm tower, respec-
tively.
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Installation (Nov. 2014)
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LHCf検出器

ATLAS (含衝突点)がある方向

ビームパイプ

中性子のダンパー  
(ここでビームパイプが２本に別れる)



“LHCf dedicated run” in p-p √s=13TeV, 2015
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LHCf dedicated run

LHCf control room (“barrack”)

• Very-low luminosity special runs for LHCf 
• 3 days for all physics program!! 

• No mistake is allowed…

UHECR 2016 - Kyoto,Japan  

12-Oct.-2016  

Operation with p+p,√s=13TeV 

Physics Motivation 

Test the hadronic interaction  

models at the highest collision  

energy. ELab=0.9x1017eV 

Energy Scaling  

 Enlarge the pT acceptance.  

Operation  

Dedicated run with low pile-up  

in 9 - 13 June 2015 

Status of analysis  

Single photon analysis : Finalizing 

Single neutron analysis : On-going  
18
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13 TeV run, event display, π0 candidate
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13 TeV run, event display, π0 candidate



plots from 13TeV data…
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Energy scale monitoring during the operation : pi0 mass
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LHCf photon spectra @ √s=13 TeV
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• DPMJET3, SIBYLL2.1などpre-LHCのモデルは測定値との乖離が激しい 
• post-LHCのモデル(QGSJETII-04, EPOS-LHC)が測定値を良く再現



pp √s=13 TeV, Photon energy flow measurement
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pp散乱のPhotonへのエネルギー流量のη依存性



まとめ
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• Large Hadron Collider (LHCf) experiment 
• LHCの超前方(η>8.4)でハドロン散乱で生成される中性粒子を測定 

• ガンマ、パイゼロ、中性子 
• 各ハドロン相互作用モデルの予測を比較、検証 

• √s=0.9-13TeV / p-p, p-Pbでこれまでに測定を完了 
• 特に√s=13TeVでは放射線耐性を向上させた新型検出器で測定 
• これから 

• 11月にLHCでp-Pb ~√s=8 TeV 
• 来年５月 RHICで√s=510GeVで測定(RHICf ) 

• LHCfのデータを完全に再現するモデルはないものの、post-LHCと呼
ばれるモデル群の方が再現性は確実によい 

• 名古屋のLHCfグループはYMAPの活動に興味があります！


